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1 MDM 7.1 - CCMS Monitoring for ABAP API Applications

MDM ABAP APl CCMS monitoring is based on the:
e Central Monitoring System (CEN)

CCMS monitoring is based on the ABAP stack of a Web AS (Web Application Server). The CCMS
application collects the monitoring information for all connected systems and applications in this system.

This central monitoring system is called CEN.
e ABAP system connecting MDM via ABAP API (called APISys)

MDM delivers an API technology that allows you to connect MDM repositories running in an MDM Server
environment from any ABAP system in which the MDM ABAP Pl is installed. This ABAP system can be
for example an R/3 system or a CRM system.

e MDM Server Environment

The MDM repositories run on an MDM Server (Win OS or MDM UNIX platform). The ABAP API can
connect to all repositories loaded on a running MDM Server in the MDM system landscape.

Prerequisite for this documentation:
Before starting installation of the MDM 7.1 monitoring environment;

¢ Read the MDM 7.1 Solution Operations Guide.
e Make sure that you have sufficient authorization in the central monitoring system CEN.

e Make sure that you have administration rights to perform all necessary installation steps on the local
monitored ABAP system.

Installation of the MDM 7.1 CCMS monitoring environment includes:

¢ Installation of a central monitoring system (CEN) based on a WAS system (6.40 or higher recommended).
Installation of the CEN is not included in this documentation.

¢ Installation of the local agents and tools running on the MDM Server machine for MDM Server monitoring
¢ |Installation of the standard MDM CCMS monitoring template

Configuration of the MDM 7.1 CCMS monitoring environment includes:

e Registration of the monitored system components (ABAP API systems and MDM Server systems) on the
CEN

e Definition of the MDM monitoring tree in the CEN

This How To guide differentiates between the following types of monitoring:

e MDM Server: Monitor the MDM Server components (C++ applications running on a Windows PC or UNIX
machine)

e ABAP API: Monitor the MDM ABAP API running on any ABAP system on which the MDM add-on is

installed and run both an application and a kernel trace for the ABAP API environment.
Note: Kernel traces are only available for MDM ABAP API providers < 7.1.

The ABAP API part is explained in detail in this guide; the MDM Server part can be found in a separate
MDM How To Guide.

All examples in this guide are based on the following architecture: an MDM Server running on a PC with
Windows OS together with the other MDM components. A dedicated ABAP system plays the role of the CEN
(CEN) and an ABAP system uses the ABAP API (API) to communicate with the MDM Server and its
repositories.
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2 MDM ABAP API Monitoring Overview

The following image displays a typical MDM monitoring landscape. The CEN receives all monitoring data from
remote CCMS agents, displays them in a monitoring tree, and allows activities based on the monitoring data,
such as Alert reaction or aggregated historical storage of monitoring data.

Error! Objects cannot be created from editing field codes.
The CEN is the common system centrally containing all MDM monitoring data, independent of the source of the
monitoring data:

MDM Server monitoring is based on the SAP CCMS architecture. A CCMS agent is installed on the MDM
Server and a library that allows communication between the MDM Server and CCMS is plugged in.

The CCMS agent on the monitored system (for example PC on which the MDM Server is installed) collects
monitoring information, such as the availability of the MDM Server, MDM log files, or OS Collector data about
the system status. This data is provided via RFC to the central monitoring system on which the CCMS agent is
registered. The CCMS agent can be registered on more than one monitoring system, but one of these
monitoring systems is the central monitoring system (CEN).

ABAP API monitoring is also based on the SAP CCMS architecture. In the API system, you must start a
monitoring data supplier that controls the monitoring data transfer from the API system to the CEN. The data is
transferred using the CCMS infrastructure,

All monitoring data is provided to the local CCMS database in the API system and then transferred to the central
CEN. All supportability and operability information can thus be displayed and evaluated at a central location.

The following data from an API system can be monitored in the CEN:

- APl communication channel availability
CCMS (RZ20) provides an overview of the communication channels defined between the API system
and the MDM Server.
The monitoring tree displays the availability information of the channels together with some
performance attributes, such as the response time from ABAP to MDM, making it easier to detect
performance leaks between ABAP and MDM.

- Advanced Logging and Tracing
CCMS also provides the ABAP API Control Center function, which allows you to activate and deactivate
application traces and kernel traces for the ABAP API programs running in the API system.
This function is described in detail in How To Guide MDM ABAP API How To Guide CCMS — Advanced
Logging and Tracing Using CCMS.

This guide covers all configuration steps needed to set up CCMS monitoring on an MDM ABAP API system and
explains the use of communication channel availability monitoring.
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3 CCMS in ABAP Landscape — MDM-Specific Issues

MDM ABAP API monitoring handles some specific features of the CCMS system architecture and the CCMS
data transport. This chapter provides a basic knowledge of the setup steps to be performed.

ABAP System 2 ABAP System 1 -
- -
Client 100 |- P
MDM Client T , s
Data Supplier Client 610 P 7’ 1
q CEN P I
central monitoring system
- z !
~ I
ABAP System 2 =< I
. P Client 100 I
Client 100 b MDM Client |
MDM Client a7 Data Supplier I
Data Supplier
I
|
I

Client 200
MDM Client
Data Supplier

\

The ABAP CCMS architecture works as follows:

CCMS uses exactly 1 Shared Memory segment to transfer data for each ABAP system.

The CCMS monitoring data is transferred between systems using RFC connections. The CCMS
capabilities together with Shared Memory are available in each ABAP system and can be provided for
non-ABAP systems (e.g. the MDM host) using CCMS agents.

If more than one ABAP client in an ABAP system sends monitoring data to the CCMS, they use one
common Shared Memory. The fact that client-specific data is to be displayed therefore must be
highlighted in the monitor tree itself.

If analysis methods have been started, e.g. to perform local application calls on the remote CCMS
client, the client data must be evaluated to ensure that the application is called in the correct client using
RFC.

If a client provides a monitoring tree, the tree has to be signed with a client-specific signature.

If a remote monitoring tree element is defined in CEN with an analysis method, this method is called on

the remote ABAP system/client.
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The MDM ABAP API can be used from any ABAP client on any ABAP system in the ABAP landscape. This fact
results in some configuration effort for the different ABAP API monitoring types:
- MDM Availability Monitoring
The Availability Data Supplier has to be started on each client on which the ABAP APl is active.
The monitoring tree elements are signed with their system name and client.
- Advanced Tracing
Core is the “control center” application in which CCMS analysis methods are used to start different
applications on the remote CCMS system that could contain different clients.
In SP04 you can set up different analysis methods on the different clients; these are called later by the
CCMS methods.

The CEN communicates with one dedicated client on the monitored system. If additional clients are running
ABAP API and need to be monitored, the CCMS on that dedicated client needs to call additional client-specific
CCMS methods for the client-specific data collectors.

The following chapters describe the steps for ABAP API CCMS configuration.

4 Create Connectivity Between CCMS Client and CEN

This chapter assumes that the ABAP system on which the MDM ABAP API is running is different from the CEN.
A Solution Manager often plays the role of the central monitoring system CEN.

Both systems are up and running.

Two different users are needed to create RFC connections for the remote system.

The first user is responsible for performing analysis methods; the second one is responsible for collecting the
monitoring data. The CCMS infrastructure allows you to create the RFC destinations directly from the CCMS.
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Start the CEN and call
transaction RZ21 to define
the monitoring
infrastructure.

Mark “System Overview”
and click “Display
Overview” in the Topology
section.

On tab “Monitored,
Remote SAP Systems”,
create a new
communication channel
by clicking “Create Entry”.
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Enter the Target System
ID.

Suggestion: Use the
system and client if you
want to connect different
clients as described in
chapter 3 for Advanced
Tracing.

If you have not defined
RFC destinations for
Analysis and Collection,
choose “Goto” 2 “RFC
connections” to create two
RFC destinations.

Create R/3 connections
(type 3) with the following
data:

We recommend the

following names:
<SYS>_<CLNT>_CCMS_Analyse
<SYS>_<CLNT>_CCMS_Collect

=
Monitoring Entry  Edit  Goto System Help

_|o

RFC connections

| CHR 800ha DA @

Monitoring: Crea_u

Create an Entry to Remote Monitoring of an SAF B3 System
Target System ID A45_810
RFC Destinations of Tar. Svs. For

Collecting Data

Executing Analysis Method

=
RFC  Edit Goto  System  Help

@ B

15 a0 SHR HDO0 FR @

Display and Maintain RFC Destinations

| Refresh | CreatE | | Change || Delete |

RFZ Destinations

= R/E connections

A40_100_RZ20_analyse
A40_100_RZ20_Collect
A40_B10_RZ20_Analyse
Al 2
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ALO

RFC Destination A45_610_CCMS_Analysis

Analysis for ad40 coms
CCMs Collector to A401000
specific access to client &l0 for <
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Central Docu Serwver

| Remote logon || Test connection || Unicode Test |

RFC Destination Ad5_610_CCMS_Analysis
Connection Tyvpe 3 R.J3 Connection
Description

[escription 1
Decription 2

Description 3

Analysis conne%n For CCMS monitoring on A45 client 610

M LogonjSecurity i Special Options

Target Syskern Settings

Balance Load O es @ Mo
Target Host pudf2078 . wdf . sap.corp
Save as () HostMame @ 1P Address

System Mumber 10|

Gateway Cptions
Gateway host
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RFC destination
<SYS>_<CLNT>_CCMS_Analyse

Mark “Current User”.

Choose “Test Connection”
and “Remote logon” to
verify the RFC
connection.

<SYS>_<CLNT>_CCMS_Collect

To avoid displaying the
logon mask when starting
the monitor, enter an
existing user and
password. The user
needs CCMS
authorization.

After creating the two
RFC destinations, enter
them in the “Monitoring:

Create New Entry” screen.

Test the RFC connection
and save the CCMS
connection.

If you go back (F3), you
should see the new
connection to the new
remote system.

Choose “Test Single
Connection” to test if the
connection was set up
successfully.

RFC Destination A4S_610_CCMS_Analysis

| Remate logon ” Test connection || Unicode Test |

RFC Destination A45_A10_CCMS_Analysis

Conneckion Type 3 R/3 Connection
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[=
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II:DInFormation

performed successfully

V@

Monitoring: Display Technical Topology

7

System Topology adz {8 23.06.2006

Monitored, Remote SAP Systems Lacal Segments (&) i Lacal Contexts (&) | 0CMS Agents

® 14:59:53

||E I? I[H]I I?|El| QI EIE’ EI@\EM@Test Single Connection I O I ‘Q.l
Monitored, Remote SAP Systems

As mentioned in chapter 3, you need to perform this connectivity step for
each ABAP system that is acting as MDM ABAP API channel and that has to be monitored in CEN

each client in a remote ABAP system if these clients use the MDM ABAP API in parallel and you want
to perform advanced monitoring and tracing.

Sysker |Read Destination Data |Dest|nat|0n Analysis |C0mm. Skatus |Changed By |Date changed |Changed At|
A40 A40_100_R220_Collect F\‘?U_IUU_%U_AHGWSE ORLINE EREITER. 15.05.2006 141442
845 610 | A45_610_CCMS_Collect A45_610_CCMS_Analysis OMLINE EREITER. 23.06,2006 152841
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5 Monitored System (API) - MDM_TECH Package:
Delivery Content

The tools, methods and software necessary for monitoring and tracing ABAP API usage are shipped with the
SAP MDM ABAP API. The complete content is delivered with package MDM_TECH (for MDM 7.1 this is
MDM_TECH_710).

The delivery contains the following content for setting up and using MDM ABAP APl CCMS monitoring:

1. MDM-specific CCMS methods
2. MDM-specific CCMS monitoring template
3. MDM data suppliers

5.1 MDM-Specific CCMS Monitoring Template

Package MDM_TECH contains an MDM-specific CCMS monitor template. Instead of searching for all MDM
monitoring data in different CCMS-specific monitors, such as “SAP CCMS Technical Expert Monitors / All
Monitoring Contexts”, you can check all MDM-relevant monitoring data in ONE tree to find all monitoring
contexts from all monitored systems.

You can find descriptions of all CCMS standard monitor templates in the standard documentation area for
CCMS.

All MDM-specific monitoring data is combined in a single template. This template will be enhanced with new
functions in the future.

The MDM monitor template defines the “CCMS entry points”, which, technically speaking, are MTEs (monitoring
tree elements). Rule nodes are used to define and collect the MDM monitoring data.

The MDM-specific MTEs are delivered by the MDM Data Collectors that run on each monitored MDM system.

Modifying the delivered MDM monitor template:

Since you may not change delivered SAP objects, you should copy the MDM monitoring template to a
customer-specific tree and make your modifications there.
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Start transaction RZ20 in
the central monitoring
system (CEN). A number
of predefined templates is
displayed. One of these is
the MDM-specific template
(see screenshot).

Example for the rule-based
monitor template definition
in CCMS: MDM ABAP API
Monitoring

CCMS Monitor Sets - Maintenance functions OFF

CCcMs

4

monitor sets  See also http:/ service.sap.com/monitoring)

B SAP APO Monitor

B SAP Bw Monitors

@ SAP Business workflow

@ SAP CCMS Monitor Templates
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E sAp CoMs Technical Expert Monitors

A1l Contexts on Local aApplication Serwver

Alll Mmonitoring Contexts

CCMS Selfmonitoring

GRMG Selfmonitoring

Method Dispatching

Remote Application Serwver Status

selfmonitoring CoMsS Agents

selfmonitoring CCMS Agents: Versions

System / A1l Monitoring Segments  A11 Monitoring Contexts

@ sap CCmMs Technical operations Templates BP
@ SAP CCMS wWeh Admin Monitor Templates Eig
@ SAP CRM Monitor Templates Eig
B SAP JZEE Monitor Templates BP

r_Templates BEP

@ sAP Mobile Infr
E S var MDM Monitor Templates

GDS Console Monitoring
MDM ABAP API Monitoring

Wurﬁwri ng

@\ SAP Process Monitoring Infrastructure
B SAP SQL Server mMonitor

b
(1202

Edit monitor definition { MDM ABAP API Monitoring )

Qll7]

—=

$e][1][@]

MDM ABAP API Monitoring @

ABAP API Trace @

CCMS_GET_MTE_BY_CLASS_AND_OPTIONS

Parameters : R3System = MDM_ABAP_SYSTEMS , MTEClass = *MDM_ABAP_API_TRACE
—@ selectable MTE

ABAP API Monitors @

= aBAP API AvailabiTlity and performance @

CCMS_GET_MTE_BY_CLASS
Farameters : R3System = MDM_ABAP_SYSTEMS , MTEC]ass = MDM_ABAP_API_TOP
—@m selectable MTE

—= aBaP aPI Logfile monitoring @

CCMS_GET_MTE_BEY_CLASS
Parameters : R3System = MDM_ABAP_SYSTEMS , MTEClass = R3DatasupplierLo
—m Selectable MTE

—&

—m selectable MTE &

selectable MTE PiS
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5.2 MDM-Specific CCMS Methods - Overview

The following three CCMS methods can be called from the CCMS interface:

- Data Collector methods
These methods are used to collect the data in the monitored system clients and to provide this data to
the central monitor.

- Analysis methods
When monitoring data is displayed in the monitoring tree, a double-click calls the Analysis method. The
idea behind this is to jump to the monitored system for the parameter and to check / analyze the
environment on the monitored system.

- Auto-reaction methods
These methods allow you to define customer-specific reactions to specific status changes in the central
monitor. The most frequent use is to send an alert notification when a specific threshold in a monitored
parameter is violated, for example send an e-mail to a system manager if the CPU is overloaded.

These methods can be used out-of-the-box, but have template character. Different behaviors can be defined in
the method definition, for example the server on which the method should run or how it can be called
(automatically or manually). For details about the CCMS method definitions, see the standard CCMS
documentation.

The following methods are delivered with MDM 7.1 MDM_TECH. Some methods are defined for client-specific
call if you connected different clients for monitoring.

5.2.1 MDM ABAP API Logging and Tracing Methods

Note: Kernel traces are only available for MDM ABAP API providers < 7.1.

These methods are used in the delivered MDM-specific CCMS monitor template “SAP Netweaver MDM Monitor
Templates” in subtree “MDM ABAP API Monitoring - ABAP API Trace”. Without the _sysclInt extension, the
method works automatically by calling the monitored system from the monitoring system (CEN), whereas if you
use different ABAP API clients on the same system, you need to adapt the _syscInt methods using explicit RFC
destinations.

Jumps to the standard configuration for the SAP

MDM_ABAP_API_APPL_TRACE_APLG_CONF Analysis - :
application log on the monitored system

MDM_ABAP_API_APPL_TRACE_APLG_CONF sysclt | Analysis | --“-- but defined for client-specific call

Analysis | Jump to the MDM-specific logging/tracing

MDM_ABAP_API_APPL_TRACE_CONF_ANA . .
- - - - - - configuration

MDM_ABAP_API_APPL_TRACE_CONF_ANA sysclt | Analysis | --“-- but defined for client-specific call
MDM_ABAP_API_APPL_TRACE_DEL_ANA Analysis | Delete expired logs on the monitored system
MDM_ABAP_API_APPL_TRACE_DEL_ANA_sysclt Analysis | --“-- but defined for client-specific call

Analysis | Display MDM ABAP API application logs on the

MDM_ABAP_API_APPL_TRACE_DISP_ANA :
- - - - - - monitored system

MDM_ABAP_API_APPL_TRACE_DISP_ANA _syscint | Analysis | --“-- but defined for client-specific call

Analysis | Control Kernel Function Tracing on monitored system
and display Kernel Function trace. The method also
allows you to select different application servers.
Only available for MDM ABAP API providers < 7.1.

MDM_ABAP_API_KRNL_TRACE_KF_ANA

Analysis | --“-- but defined for client-specific call.

MDM_ABAP_API_KRNL_TRACE_KF_ANA_syscint Only available for MDM ABAP API providers < 7.1.

Analysis | Work process trace on monitored system. The method
MDM_ABAP_API_KRNL_TRACE_WP_ANA also allows you to select different application servers.
Only available for MDM ABAP API providers < 7.1.

Analysis | --“-- but defined for client-specific call.

MDM_ABAP_API_KRNL_TRACE_WP_ANA_syscint Only available for MDM ABAP API providers < 7.1.

The MDM ABAP API tracing control center allows you to jump to the specified client on the remote ABAP
system. The method attached to the node as analysis method therefore needs to be client-specific.
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The CCMS on CEN first connects to the Shared Segment on the monitored system. The specified method on
the remote system is then called - in this case you need to create the client-specific method on the monitored
system and enter the method on the monitoring tree on the CEN.

The definition method is described with an example method MDM_ABAP_API_APPL_TRACE_APLG_CONF_sysclt:

Perform the method definition and attachment for these 6 methods:
MDM_ABAP_API_APPL_TRACE_APLG_CONF_sysclt
MDM_ABAP_API_APPL_TRACE_CONF_ANA_sysclt
MDM_ABAP_API_APPL_TRACE_DEL_ANA_sysclt
MDM_ABAP_API_APPL_TRACE_DISP_ANA_syscint

Only available for MDM ABAP API providers < 7.1:
MDM_ABAP_API_KRNL_TRACE_KF_ANA_sysclInt
MDM_ABAP_API_KRNL_TRACE_WP_ANA_syscint

Attach the methods to the monitoring tree for the following 6 tree elements:

Application Trace
ABAP API Application Trace — Configuration
ABAP API Application Trace - Display
ABAP API Application Trace - Delete
ABAP API Appl Trace - Appl Log Config

Only available for MDM ABAP API providers < 7.1:
Kernel Trace

ABAP API Kernel Trace - Work Processes

ABAP API Kernel Trace - Kernel Functions

=

1_ Mon|tored System Destination  System Information  Test  System  Help
& 2l dE (¢ (D EE S D08 FEE @D
Check if there is an RFC 1 RFC Destination A40_610_RZ20_Analyse

destination to the remote
client (in this example CEN
A42 connects to client 100

| Remate logon || Test connection || Unicode Test |

RFC Destination A40_610_RZZ0_Analyse

Connection Type 3 B3 Connection

and 610 |n A40 9 In A4S Descripkion
you need two RFC Description 1 l
destinations E";tza
(A4S_100_Analysis and
A4S_610_Ana|ySIS) m LogonSecurity i Special Options
. . 1 Target System Settings
The monitored system is belonre Load Ofes @ho
deﬂned as Connected Target Host PWDF2816,wdf . sap.corp System Mumber 10
system in the CEN (RZZ]_, Save as () Hasthame @ 1P Address 10.17.79.94
Monitored, Remote SAP :
Gateway Options
SySte mS) . Gateway host
Gakteway service
In the demo example,
since client 100 is
connected, you also need
an RFC destination from J
client 100 to 610 to call the
tracing transactions on
client 610.
Attributes
Created by BREITER Client 100 Created on 05,/15/2006
Last changed by EREITER Client 100 | changed on 05,15 /2006
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Monitored System:

Start transaction RZ21 in
the monitored system to
create the new (RFC-
specific) method.

Mark checkbox “Specified
RFC destination” and enter
the defined RFC
destination from the
connected CCMS client on
the monitored system to
the destination client.

Also perform these steps
with the other methods.

Monitored System:

Start transaction RZ20 to
attach the client-specific
method to the correct
subtree (in our case
A40\A40 610 MDM_ABA
P_API_TRACE\...).
Change to Method
Allocation View to see the
allocated analysis methods
on the different tree items.

=
I Method definition  Edit  Goto

e

UtilitiesiM)  System  Help

JH e EEEEDO0 HE @M

Monitoring: Methods

(Pl [

Method definition

Hame MDIM_ABAP_APT_APPL_TRACE_APLG_COMF_A40_61

Description ABAP AP Appl Trace - Conf - client spec {Language EN|D

m Cantrol . Parameters  Release  Addrlinfo

To be executed

Type of call

() Report (CURL

(@) Function module Logical command
() Transaction

cal MDM_FE_CCMS_MOMITOR_DISP_SLE0

Execute method on

) Any server

() The local server of the MTE to be processed
(@) Specified RFC destination

Execute method For

(O Individual MTE (@) Table of several MTEs

@

JH G EEE 00 EE @

SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Ma

|Open alerts | | Properties ||E|
Wiew: Current system status { 05/28/2006 , 15:20:00 )

[JmMom ABAP API Monitoring @

—m [ JMDM CoM API monitoring @&

SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Main

_L\\F [JaBaP API Trace @
[]a40 : Segment SAP_CCMS_LAXDOO04093554 ( Status = SHUTDOWN )
[]a40 : Segment SAP_CCMS_LAXDOO04129504 ( Status = SHUTDOWN )
[]a40 : segment SAP_CCMS_PWDF3074 ( Status = SHUTDOWM )
[]a40 : Segment SARP_CCMS_WDFDOOL308424 ( Status = SHUTDOWN )
[Ja40 : Segment SAP_CCMS_octarine  Status = SHUTDOWN )
[]a40 : Segment SAP_CCMS_snlax00l ( Status = SHUTDOWRN )
— :|A40\A40 000_MDM_ABAP_API_TRACEY. .
BE []ad04840_100_MDM_ABAP_API_TRACEM. .
—m [ ]ad408a40_610_MDM_ABAP_APT_TRACEN. ..
—m []aBar API Monitors (%]

EEESES

EEN

MTE-Class / Collection Method / Autoreaction Method / analysis Wethod  06/28/2006 ,

16:21:38 )

[JMom ABAP APT Monitoring @

—= [Jasap API Trace [}
[]A40 : Segment SAP_CCMS_LAXDOO409355A ( STatus = SHUTDOWN ) [d
[Jad0 : segemt sap_cQus Lo0001120508 C Status - sHutoown ) I
] 40 : Segment SAP_CCMS_| 4TUS = SHUTDOWN )
] 40 : Segment SAP_CCMS_WDFDOOL30842A ( Status = SHUTDOWN ) 4
[Jado : segnent sarcovs_octaringi( status - stutoown )
240 e S _coms_sn1aIC Status - SHuTDOWN

< no method > < no method > < no method >
< no method > < no method > < no method >
< no method > < no method > < no method >

A40_000_MDM_ABAP_API_TRACE
A40_100_MDM_ABAP_API_TRACE
A40_610_MDM_ABAP_API_TRACE

&[] A4O\ALD_000,OM. ABAP. AP, TRACEN
@[] 240240 100 MOM_ABAP_APT_TRACEN. .
@ [ 440344 0_610_MDM_ABAP_API_TRACE\. .
& [JA40_610_ABAP APT Application Trace MDM_ABAP_APT_APPL_TRACE_A40_610 < no method > < no method > < no methad >
[]aBAP APT Application Trace - Configurati MDM_ABAP_API_APPL_TRACE_CONF
{JABAP APT Application Trace - Display  MDM_ABAP_APT_APPL_TRACE_DISP
{JABAP APT Application Trace - pelete MDM_ABAP_APT_APPL_TRACE_DEL
JABAP APT App1 Trace - Appl Log Config  MDM_ABAP_APT_APPL_TRACE_APLG_CONF

[IaBaP APT Kernel Trace - Kernel Functions MOM_ABAP_APT_KRNL_TRACE_KF

[—® [JaBap APT Monitars
5 [RE e 2o e ¢
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< no method > < no method > MDM_ABAP_API_APPL_TRACE_CONF_ANA
< no method > < no method > MDM_ABAP_API_APPL_TRACE_DISP_ANA
< no method > < no method > MDM_ABAP_API_APPL_TRACE_DEL_ANA

< no method > < no method > MDM_ABAP_API_APPL_TRACE_APLG_CONF

[JA40_610_ABAP APT Kernel Trace PDM_ABAP_APT_KRNL_TRACE < no method > < no method > < no methad >
[]ABAP APT Kernel Trace - work processes  MDM_ABAP_APT_KRNL_TRACE_WP < ro method > < no method > MDM_ABAP_API_KRNL_TRACE_WP_ANA

< no method > < no method > MDM_ABAP_API_KRNL_TRACE_KF_ANA



Select all 6 tree elements
mentioned above.

This is shown here for tree
element “ABAP API
Application Trace —
Display”.

Select the tree element
and choose Properties.

Go to tab Methods, click
“Methods assignment”,
and change the method as
shown in the screenshot.

Go to tab Analysis and

enter the client-specific
method (using F4 value
help). Save the method
assignment.

& =

TH e SHE ftoan BRI @

SAP Netweaver MDM Monitor Templates { MDM ABAP APT Monitoring ) - Main

Open alerts | | Current status PrUEerties I El

MTE-Class / collection Method / autoreaction Method / aAnalysis Method ( 06/28/20

[JMpbm aBAR API Monitoring @

&= [ A40_610_AEAP

SAP_CCMS_LAXDOO4093554 ( Status =
LAXDO04129504 ( Status =

— [JaBAP API Trace @

[Jad40 : segment _
[]ad40 : Segment SAP_CCMS_|
[]ad40 : segment SAP_CCMS_PWDF3074 ( Status =
[Jad40 : segment
[]ad40 : segment =
[]ad40 : Segment SAP_CCMS_snlax00l ( Status =

e [ ] ad0hado_000_MDM_aBAP_ARPI_TRACEY. . .

—@ []A40MA40_100_MDM_ABAP_API_TRACEN. . .

—a& []adohad0_610_MDM_ABAF_API_TRACE\. . .

SHUTDOWN )
SAP_CCMS_WDFDOOL308424 ( Status =
SAP_CCMS_octarine ( Status = SHUTDOWN )
SHUTDOWN )

SHUTDOWN )
SHUTDOWN )
b

SHUT DOt

EEEEEE

A4 Q_000_MDM_a
A40_100_MDM_A
A40_610_MDM_a

APT Application Trace MDM_ABAP_API_AFPL_TRACE_A40_610

2,

[Jagap AP application Trace - configurati mom_aBAP_API_APPL_TRACE CO
v ABAP API Application Trace - Display MDM_ABAP_API_AFPPL_TRACE_DI
[]aBap API application Trace - pelete MDM_AEBAR_API_APPL_TRACE_DE
[]aBap API appl Trace - appl Log config MDM_ABAR_API_APPL_TRACE_AP
= noE Help
Method assignment  Edk  Goke System  Help
V] DAl I@E@  CREIDDOLN(FEE| @ ®E
Monitoring: Methods

Method assignment for
A4 0NA4D_610_MDM_ABAP_API_TRACEY...%ABAP APL Applica
WMTE dass MDIM_ABAP_API_APFL_TRACE _DISP

Data collection | Aute-reaction 4 Additional info

tion Trace - Displayh. ..

Analysis method

[ Restrict ¥aluz Range (3) 405 Entries Found

EFffectively assigned method
Method name MDM_ABAP_API_APPL_TRACE_DISP_ANA

assigned by

EACIEN =
altaolkey

MTE
MIE dass MDM_ABAP_API_APFL_TRACE _DISF
Method is directly assigned by MTE class

Methad allocation
@ Method name
O Da net execute 3 method
() Use MTE class method assignment
(O Use method from higher-lzvel node (MTE)

MD_ABAP_API_APPL_TRACE_APLG_CONF
MDH_ABAP_API_4PPL_TRACE_APLG_CONF_Ad40_6

MDIM_ABAP_AP1_APPL_TRACE_APLG_CONF_syscl

MDIY_ABAP_API_APPL_TRACE_CONF_ANA

DI _ABAP_API_ARPL_TRACE_CONF_ANA_A40_5L

MD_ABAP_API_APPL_TRACE_CONF_ANA_sysck

MDH_ABAP_API_4PPL_TRACE_DEL_ANA

MDM_ABAP_APT_APPL_TRACE_DEL_ANA_A40_610

MDI_ABAP_API_APPL_TRACE_DEL_ANA_sysck
MDH_ABAP_API_APPL_TRACE_DISP_ANA
MDH_ABAP_API_APPL_TRACE_DISP_ANA_A40_61

MDM_ABAP_APT_APPL_TRACE_DISP_ANA_syscint

MDI_ABAP_API_AVAILABILITY_DATA_SUPPLIER
MDH_ABAP_API_KRNL_TRACE_KF_ANA
MDH_ABAP_API_KRNL_TRACE_KF_AMA_Ad0_610

MDIM_ABAP_API_KRNL_TRACE_KF_AMA_syschnt
DI _ABAP_API_KRNL_TRACE_WWP_ANA
MDH_ABAP_API_KRNL_TRACE_WWP_ANA_A40_510
MDH_ABAP_API_KRNL_TRACE_IP_atA_sysclnk
MM 0RAD KDY TEACTIE MATA cypElTED

1[«][+]

[

405 Entries Found

MDM ABAP API Data Suppliers

These methods are basic and need to be started once per monitored client. They are defined so that they are
automatically started at system startup (method definition detail: Execute method immediately after monitoring
segment start)).
These methods automatically create the monitoring subtree for API availability monitoring for each monitored
system.
After being started once, the CCMS infrastructure makes sure that the methods are called periodically to collect
the monitoring data from all monitored systems (for details see the CCMS standard documentation).

MDM_ABAP_AP|_TRACING_DATA_SUPPLIER

Data
Collector

Defines the ABAP API Advanced Logging and
Tracing Tree

Calling Availability Data Collector for Different ABAP API Clients

The tracing data collector only needs to be called once in the monitored system (client- independent), whereas
the data collector for availability needs to be called as a separate method for each client.

The method without the _syscint extension works automatically by calling the monitored system from the
monitoring system (CEN), whereas if you use different ABAP API clients on the same system, you need to
adapt the _syscInt methods using explicit RFC destinations.
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The Availability Data Collector needs to be called once to create the tree and the tree elements, but availability
also has to be checked periodically, and the data collector needs to be restarted periodically in order to do this.
The period is defined in the properties of the performance parameters for the availability and can be changed by
the user.

The CCMS then schedules a restart of the planned data collector after a specific time; this is done for each
client-specific collector method.

MDM ABAP APl AVAILABILITY DATA SUPPLIER Data Defines the ABAP API Availability Monitoring
- - - - - Collector | Tree
Data . . . .
MDM_ABAP_API_AVAILABILITY_DATA_SUPPLIER_sysclt Collector | ~~ but defined for client-specific call

Both data suppliers allow you to define parameters that specify the client to be checked for ABAP API
connections and the trace level of the CCMS data suppler self-monitoring, which is written by the data suppliers
and can be evaluated in the MDM monitoring tree.

These parameters are:

Parameter Description Value

TRACE_LEVEL (0,1 or 2) Level of information writtento | 2: ENHANCED
the Self-Mon log for the data 1: STANDARD (default)
supplier function. 0: ZERO

ZERO does not write any
information, STANDARD is
restricted to a few control
messages, while ENHANCED
writes the result of each
CCMS call to the protocol.
The screenshot at the end of
the chapter shows how to
access the protocol.

Set up the data supplier methods including parameter definitions. The example uses a client-specific call.

Monitoring: Properties and Methodls

1. Monitored system:

Start transaction RZ21 to

define the CCMS Properties
infrastructure. (@) Properties assigned ko MTE classes

() Properties assigned to Customizing graups
Check the RFC definition (O MTE-specific properties
as described in chapter
5.2.1. () Properties variants

Mark Method definitions

|£% Display averyigw

Methods
(@ Method definitions
() Method release
() Methods assigned ko MTE classes
() Methods assigned ko specific MTEs

I‘;% [, Display overvigw
Wy
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Select the delivered
method
“MDM_ABAP_API_AVAIL_
DATA_SUP_sysclt” and
copy it to a client-specific
method (e.qg.
MSM_ABAP_API_AVAIL_
DTA_SUP_A40_100).

Choose “Change” to edit
the new method.

On the Execution tab in the
area “Execute method on”,
select “Specified RFC
destination” and enter a
valid RFC destination to
the specific client (here
A40_100_CCMS_Call).

Note:

To define the RFC
destination, see section
5.2.1 about MDM ABAP
API logging and tracing
methods.

Go to the “Parameters” tab
to define the parameters.

Switch to Change Mode
and enter the parameter
definition. Save your entry.

Check and if necessary
reenter the method release
definition on the Release
tab in this transaction.

|| |IGS _COLLECT

I@Monitoring: Propetties and Methods " LDAP RFC serwver
bd for LDAP RFC serw:
Copy method definition " LDAP RFC serwver
e - Configuration
E - Conf - client spe
From MOM_ABAP_API_AYAIL_DATA_SUP_sysclt E - conf - client spe
E — MDM Conf.
E - mpom Conf - cliem
to MDM_ABAP_API_AVAIL_DATA_SUP_A40_100 L _ moM conf — cldent
P - Delete Log
E - Delete Log - <lmt
= = = - e - pelete Log - <lm
[]MDM_aABAP_API_APPL_TRACE_DISP_ANA ABAP API Appl Trace - Display Log
] mMom_aBaP_aPI_aAPPL_TRACE_DISP_ANA_A40_610|ABAP API Appl Trace - Display Log - <t
] mMDM_ABAP_API_APPL_TRACE_DISP_ANA_SysCInt|ABAP API appl Trace - Display Log - Tt
] mMDM:aEAP_API_AVAILABILITY_DATA_SUPFLIER |ABAP API appl Trace - configuration
] mom_aBap_aPI_avAILABILITY_DATA_SUP_610 |ABAP API Appl Trace - configuration
MDM_AEAP_API_AVAIL_DATA_SUP_sysclt ABAP API Appl Trace - Configuration
I:‘ MOM_ABAP_API_KRML_TRACE_KF_ANA ABAP API Kernel Trace - Functions
[ImDomM_aBaP_aPT_KREML_TRACE_KF_AMA_A40_&10 ABAP API Kernel Trace - Functions - ¢t
Mmrm ARAD ADT WDORI TODACC WE ARA e e let ARMD ADT Karnal Traro - Conctdnns -~
Monitoring: Methods
Method definition
Mame MOM_ABAP_APT_AVAIL_DATA_SUP_A40_100
Description ABAP APT Appl Trace - Configuration {Language EM| ]
_m Control | Parameters | Release | Addnlinfo
To be executed
Type of call
(O Report (CURL
(@ Function module Logical command
(O Transaction
cal MDM_CCMS_ABAP_APT_DATASUP
Execube method on
(O & server
(O The local server of the MTE to be processed%
(@) Specified RFC deskination Ad0_100_CCMS_Call
Execute method For
(O Individual MTE (@) Table of several MTEs
Monitoring: Methods
Method definition
Marne MDM_ABAP_API_avaIl_DATA_SUF_A40_100
Description ABAP API Appl Trace - Configuration (Lang.
Execution 4 Confral RIS Release . Addnlinfo

TransFer parameters Far method execution

Parameter Marme Parameter value

TRAZE_LEVEL I 1

[ T S O W R 0 R =}
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Monitored System:

Start automatic method
scheduling for the CCMS
methods defined for
“automatic start”.

In transaction RZ21, mark
“Segment Overview” to
restart the local CCMS
segment of the monitored
system.

To do this, switch to
Change mode, select the
local application server,
and choose “Reset
Segment in “Warmup”
Status”.

If your data collector
methods are correctly
defined, the data suppliers
are now executed.

Monitoring: Methods

(el ][

Method definition
Marne MODM_ABAP_API_AVAILABILITY_DATA_SUPPLIER
ABAF API Appl Trace - Configuration

Drescription (Language

Execution -| Contral , Parameters 4 Addril info

EN|D

Execute method as

[ auto-Reaction Method

O Qalysis method

Monitoring: Properties and Methods

Properties
(@) Properties assigned to MTE dasses
(O Properties assigned ko Cuskomizing groups

(O MTE-specific properties

(D) Properties variants

‘ariants currently active

|£ Display overview

Methods

(@ Method definitions

(O Method release

(O Methods assigned to MTE dasses
(O Methods assigred ko specific MTES

|A% Display overview |

Topology

(O System Overview () Agents For Local System
------------------------------------ () Agents For Remate Systems

() Conkesxt Overview () dgents For 3.% Systems

|£ . Display Overview |
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Monitoring: Change Technical Topology

System Topology A4Z EEI 06/26/2006 © 16:12:07
Monitored, Remote SAP Systems Local Segments (&) Local Contexts (&) M Agents
IR E R R BRI ER FEERIE E ResetSegmentin&v\\%\fnRMUP"Status |
Segments in Local System A42

= | Segment Mame ISegment Type IDestination ISegment Status |
SAP_CCMS_PCLONIC? Agent SAPCCMSR,PCLOMNICT 99 SHUTDOWN
SAP_CCMS_PWDF2713 Agent SAPCCMSR PWDF2713.99 CMLINE it
SAP_CCMS_PWDFZE17_Ad42_77 appl, Server  PWDFZE17_ad42_77 CMLIME b
SAP_CCMS_PWDF3074 Agent SAPCCMSR,PWDF3074,99 CMLINE it
SAP_CCMS_WDFDO01305424 Agent SAPCCMSR. WDFDO01305424.99 SHUTDOWN [
6. To make sure that all job ABAP Editor: Initial Screen

scheduling is correct, go to &l 1 | [E»|=5| =/ [ | Debugging || Ep with variant | R variants |

transaction SE38 and start
job SAPMSSYS8 to

SChedUIe a” regLJIar CCMS Program SAPMSSYS |D Create
jobs.

Py

Subobjects
(@) Source code
() Varianks
() Aktributes
() Docurnentakion

(O Text elements

| el Diisplay I | & Change I

7. Check the self-monitoring CCMS Monitor Sets - Maintenance functions OFF

grg%col in transaction

CCMs monitor sets ( See also http:/ s service.sap.com/monitoring)

Start MDM ABAP API

Monitoring &\ SAP APC Monitor &7

@ SAP Bw Monitors P

&8 SAP Business workflow EP

@& SAP CCMS Monitor Templates BP

“ & SAP CCMS Monitors for Optional Components EF

Go tQ ABAP API —@ SAP CCMS Technical Expert Monitors EP

Monitors”, “ABAP API —®& sAP CcMs Technical operations Templates EF
) A P : p

; [P @ SAP CCMS web admin Monitor Templates Cig

LngI|e Momtormg and @ SAP CRM Monitor Templates EP

select the value —@ Sap JZEE Monitor Templates EP

i & sAp Mobile Infrastructure Monitor Templates EF

....\DataSuppller\Log for —Ccll SAP Netweawver MDM Monitor Templates =iz

your monitored system.
Call “Display Details” to
display the self-monitoring
log file for the CCMS.

GDS Console Monitoring
DM P API Monitoring
MDM Server Monitoring

@ SAP Process Monitoring Infrastructure
—@\ SAP SOL serwer Monitar

99
(=0
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8.

10.

Here you see an example
of the MDM Availability
Monitoring Data Supplier
running with log trace level
STANDARD.

Here you see the same
Data Supplier running with
trace level ENHANCED.
As you see, each CCMS
call is logged. This is
useful, for example if the
Data Supplier does not
finish successfully.

Example 2 shows level
ENHANCED for the
Advanced Tracing Data
Supplier.

Here you see an example
of an incorrect call of the
data supplier for the
availability check. No
communication channel to
the MDM Server is defined
in this client

SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Main

| Open alerts || Current skatus H_E” Properties | El

MTE-Class / collection method / autoreaction method / analysis method ¢ 26.06.2006 , 13:57:21 )

[Jmom agap API monitoring

—& [JaBaP API Trace
= []aBar aPI Monitors

rR3patasupplierLog_1|06|09:13:48|Green
rR3patasupplierLog_1|06(09:13:52 |Green
rR3patasupplierLog_1|06(09:13:52 |Green
r3patasupplierLog 1|06(09:13:52|Green
R3DatasupplierLog 1|06|09:13:53|Green
R3DatasupplierLog 1|06|09:13:53|Green
R3DatasupplierLog 1|06|09:13:53|Green
R3DatasupplierLog 1|06(09:13:53|Green
R3DatasupplierLog 1|06(09:13:53|Green
R30atasupplierLog_1|06(09:13:53|Green
R30atasupplierLog_1|06(09:13:53|Green
r3patasupplierLog 1|06|09:13:53|Green
r3patasupplierLog 1|06|09:13:53|Green
r3patasupplierLog 1|06|09:13:53|Green
r3patasupplierLog 1| 06|09:13:53 |Green
r3patasupplierLog 1| 06|09:13:53 |Green
rR3patasupplierLog_1|06(09:13:53|Green

1 [JaBap aPI availability and Performance @
= [Jagar API Logfile monitoring

[1a40 : Segment SAP_CCMS_LAXDOC4093554 € Status = SHUTDOWN ) ol
[ ]A40 : Segment SAP_CCMS_LAXDO04129504 € Status = SHUTDOWN ) L1}
[]ad0 : sagment SAP_CCMS_PWDF3074 ( STatus = SHUTDOWN ) L8
(1240 : Segment SAP_CCMS_WDFDOCL308424  Status = SHUTDOWN ) L1}
A40 Segment SAP_CCMS_octarine { Status = SHUTDOWN ) 118
v Aao\MnmImfra_ﬂwn;ZSlG_Aao_lo\. . DatasuppliariLog i3 r3patasupplierLog

“—@ [JmMDM CoMm API monitoring @

ABAP APT Monitor started

MOM_GET_CCMS_INFO runs correctly

Start Do-Loop

MDM: Wew MTE tree created for communication channel "ADMINM_META"

Start Do-Loop

MDM: Wew MTE tree created for communication channel "CONNECTIOM_ARPI_SAMPLE"
Start Do-Loop

MDM: Mew MTE tree created for communication channel "CORE_SERVICES"

Start Do-Loop

MDM: Mew MTE tree created for communication channel “MDM_REPQ_01"

Start Do-Loop

MDM: Mew MTE tree created for communication channel
Start Do-Loop

MOM: Mew MTE tree created for communication channel "SRM_MOM"
Start Do-Loop

MOM: Mew MTE tree created for communication channel "TEST_ap1®
ABAP ART Monitor ended

3

R3patasupplierLog 1|06
R3patasupplierLog 1|06
RIDatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog_1|0&
R3patasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog_l|06
R3DatasupplierLog_1|0&
R3patasupplierLog 1|06
R3patasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3patasupplierLog 1|06
R3patasupplierLog 1|06
RIDatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3patasupplierLog 1|06
R3patasupplierLog 1|06
RIDatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog_1|0&
R3patasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog 1|06
R3DatasupplierLog_1|0&
R3patasupplierLog 1|06
RIDatasupplierLog 1|06
R3DatasupplierLog L|06

ABAP API Monitor started

MDM_GET_CCMS_INFO runs correctly

MDM: Monitor context MDM_ABAP_API_TOPMODE successfully created: User: BREITER

MDE Server Logon was succesful: At least one comm channel available

Start Do-Loop

MDM: New MTE tree created for communication chamnel "ADMIN_META"

MDM: SALI_SUM_CREATE_ATTACH for MTE: "MDM_ABAP_API_COM_CHAN_CL "#EC WOTEXT ADMIN_META" su
MDM: SALI_SUM_CREATE_ATTACH for MTE: "MDM_ABAP_API_AVAILUGCL ADMIN_META" successful

MDM: SALI_MO_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEARTEEAT_CLASS ADMIN_META" successful
MOM: SALI_SMES_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEART_STATUS_CLASS" successful

MOM: SALI_PERF_CREATE_ATTACH for MTE
MDM: SALI_PERF_CREATE_ATTACH for MTE
MDM: SALI_SMES_REPORT_TLOO_MESSAGE for MTE "MOM_ABAP_API_HEART_STATUS_CLASS" successful
MDM: SALI_SUM_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_CL ADMIN_META" successful

MDM: SALI_MO_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_SUB_CL ADMIN_META" successful
MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_LASTRESP_CLASS" successful

MDM: SALI_PERF_REPORT_VALUE for MTE "MDM_ABAP_API_LASTRESP_CLASS" successful

"'MDM_ABAF_API_HEART_INTERV_CLASS" successful
MDM_ABAP_APT_HEART_AVAIL_CLASS" succassful

start Do-Loop

MDM: New MTE tree created for communication channal "CONNECTIGN_API_SAMPLE"
MDM: SALT_SUM_CREATE_ATTACH far MTE:
MDM: SALT_SUM_CREATE_ATTACH for MTE:
MDM: SALT_MO_CREATE_ATTACH for MTE:
MDM: SALI_SMES_CREATE_ATTACH for MTE: "MOM_ABAP_API_HEART_STATUS_CLASS" successful

MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEART_INTERV_CLASS" successful

MDM: SALT_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_ART_HEART_AVAIL_CLASS" successful

MDM: SALI_SMES_REPORT_TLO0_MESSAGE for MTE "MOM_ABAP_API_HEART_STATUS_CLASS" successful
MDM: SALI_SUM_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_CL CONMECTION_API_SAMPLE" success
MDM: SALI_MO_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_SUB_CL CONNECTION_API_SAMPLE'" succC
MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_LASTRESP_CLASS" successful

MDM: SALI_PERF_REPORT_WALUE for MTE "MDM_ABAP_API_LASTRESP_CLASS" successful

"MDM_ABAP_API_COM_CHAN_CL "#EC NOTEXT COMNECTION_API
"MDM_ABAP_API_AVAIL_CL CONNECTION_API_SAMPLE" succes
"MDM_ABAP_APT_HEARTBEAT_CLASS CONNECTION_APT_SAMPLE"

Start bo-Loop

MDM: New MTE tree created for cammunication channel “CORE_SERVICES"
MDM: SALI_SUM_CREATE_ATTACH for MTE
MDM: SALI_SLM_CREATE_ATTACH for MTE

MDM_ABAP_APT_COM_CHAN_CL "#EC NOTEXT CORE_SERVICES"
"MDM_ABAP_API_AVAIL_CL CORE_SERVICES" successful
MDM: SALI_MO_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEARTBEAT_CLASS CORE_SERVICES" successf
MDM: SALI_SMES_CREATE_ATTACH for MTE: "MOM_ABAP_API_HEART_STATUS_CLASS" successful

MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEART_INTERV_CLASS" successful

MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_HEART_AVAIL_CLASS" successful

MDM: SALI_SMES_REPORT_TLOO_MESSAGE for MTE "MOM_ABAP_API_HEART_STATUS_CLASS" successful
MDM: SALI_SUM_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_CL CORE_SERVICES' successful
MDM: SALI_MO_CREATE_ATTACH for MTE: "MDM_ABAP_API_PERF_SUB_CL CORE_SERVICES" successful
MDM: SALI_PERF_CREATE_ATTACH for MTE: "MDM_ABAP_API_LASTRESP_CLASS" successful

MDM: SALI_PERF_REPORT_WALUE for MTE "MDM_ABAP_API_LASTRESP_CLASS" successful

Start Do-Loop

R3DatasSuppliérLog 1|06/27,/2006 .10:06:20 Greel ABAP API Monitor (Tracing) started

R3DatasupplierLog_L|06/27,/2006|10:06:31|Grean MDM: Monitor context A4OJOOMDMJBAPJPI TRACE successTully created: User: BREITER
Rr3DatasupplierLog 1 |06/27/2006|10:06:31|Green MDM: SALI_SUM_CREATE_ATTACH for MTE: "Ad0_l00_aBAP API application Trace " successful
R3DatasupplierLog_1|06/27/2006|10:06:31|Green MDM: SALT_SUM_CREATE_ATTACH faor ABAP APT Application Trace — Cnnf'\gur‘at'\ " successful
R3DatasupplierLog_1|06427,/2006(10:06:31|Grean MDM: SALI_SUM_CREATE_ATTACH for “ABAP API Application Trace - pisplay " successful
Rr3DatasupplierLog_l|06,/27/2006|10:06:31|Green MDM: SALI_SUM_CREATE_ATTACH for "ABAP AP application Trace - pelete " successful
R3DatasupplierLog 1|06/27/2006|10:06:31 |Greean MDM: SALI_SUM_CREATE_ATTACH far "ABAP API Appl Trace - Appl Log Config " successful
R3DatasupplierLog_1|06/27,/2006(10:06:31|Green MDM: SALI_SUM_CREATE_ATTACH for MTE: "A40_L00_ABAP API Kefjnel Trace " successful
Rr3DatasupplierLog_l|06,/27/2006|10:06:31|Green MDM: SALI_SUM_CREATE_ATTACH for MTE: "ABAF API Kernel Trace - work processes " successful
R3DatasupplierLog L|06/27,/2006|10:06:3L1|Graen DM: SALL_SUM_CREATE_ATTACH for MTE: "ABAP API Kernel Trace - Kernel Functions " successful
R3DatasupplierLog 1 |06/27,/2006(10:06:31|Green ABAP APT Monitor (Tracing) successfully endes

pRlierlog 1|26, Ub, 2006|113 0905 |Graeen RSDSLAML started

pplierLog 1(26.06.2006(13:59:53 [Green RSDSLANL successTully completed
pplierLog_1(26.06.2006|14:01:27|Green ABAP API Monitor s@arted

pplierLog 1(26.06.2006(14:01:41|Green Mo repository active
pplierLog_1(26.06.2006|14:01:41|Green MDM: Monitor context MDM_ABAP_API_TOPNODE SuCC:
pplierLog 1(26.06,2006(|14:01:41 |Red Error in Logon to MDE Server No Communication ¢
pplierLog 1(26.06.2006(14:01:41|Green ABAP API Monitor ended
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6 Example — Connecting a New System to the CEN MDM

Monitor

You followed all steps described in the previous chapters, but the new connected monitored system does not

yet deliver any monitored data.

When you add a new monitored system, you might see the system in the MDM monitoring tree, but not see any
MDM monitoring content. The reason is often that the MDM CCMS Data Suppliers (see chapter 5) have not yet

been started.

In this case, the following activities might help to get the new system into the CEN:

1. In this screenshot you see

that the monitored system
A40(610) is defined and
only the detailed tree for
A40(610) is displayed.

Add system A42 (002) as
MDM ABAP API
monitored system to the
central monitoring system
A42(610).

SAP Netweaver MDM Monitor

Templates ( MDM ABAP API Monitoring ) - Main

‘ Open alerts | | Propettie:

s | = w2 B E

View: Current System s

[]mDom aBaP API Monitoring @

—m= [JABAP API Trace ]

[Ja40 : Segment SAR

[]Aad40 : Segment SAP

[]a40 : Segment SAR

[]a40 : segment sap

[]ad40 : Segment SAP

Lladz : MTE Class *
—@=

—E []ad0_&10_agaP

[ ABAP APT
[]aBaP APT
% []ABAP API

[ aBap APT

—m []ad0_610_AaBAP

—m= [Jasap API Monitors @

&= [JaBaP API availabi

A2 1 MTE <la

[ad40 : segment
[Ja40 : segment
[]a40 : segment
[ 1440 : Segment
[]ad0 : segment

[ a4 0ha40_S10_MOM_ABAP_API_TRACEY. . .

Ad O\EWDFz Bl6_A40_10_ABAP_APIN...

= []ABAP API Logfile
[Jad0 : segment
(1440 : segment
Llad40 : segment
[Jado @ segment
[ 1440 : Segment
[Ja42 : segment
[]a42 : segment
[ ]a40smoniInfra_l
(] a423moniInfra

tatus ( 26.06.2006 , 15:34:58 )

_CCMS_LAXDO04093554 ¢ STatus = SHUTDOWN 118
_CCMS_LAXDOO412950A  Status = SHUTDOWN ) L1}
_CCMS_PWDF3074  Status = SHUTDOWM ) 18
_CCMS_wDFDOOL308424 € STATUs = SHUTDOWN J 118
_CCMS_octarine  Status = SHUTDOWN O 118
MDM_ABAP_API_TRACE : Mo MTEs currently availahle [

API application Trace

application Trace - configurati
application Trace - Display
application Trace - Delete
appl Trace - appl Log config

API Kernel Trace

Tity and performance @

SAP_CCMS_LAXDO0409355A ( Status = SHUTDOWM )
SAP_CCMS_LAxD0O04129504 ( Status = SHUTDOWH
SAP_CCMS_PWDF3074  Status = SHUTDOWN )
SAP_CCMS_WDFDO01308424 ( Status = SHUTDOWN
SAP_CCMS_nctarine ( status = SHUTDOWN )
£5 MOM_AEAP_API_TOPNODE : Mo MTEs currently availahle

[y

Monitoring 2

SAP_CCMS_Laxp004093554 € STatus = SHUTDOWH ) 118
SAP_CCMS_LAXDOO4129504 ( Status = SHUTDOWN ) L1}
SAP_CCMS_PWDF3074  Status = SHUTDOWN ) 18
SAP_CCMS_wWDFDOOL1308424 (€ STatus = SHUTDOWH ) 118
SAP_CCMS_octarine  Status = SHUTDOWN ) 118
SAP_CCMS_PCLONICT ( Status = SHUTDOWN ) k18
SAP_CCMS_WDFDOOL308424 ( Status = SHUTDOWN ) L1}

PWDF2816_a40_10%. .. \DatasupplierilLog Ad
_PWDFZB17_A42_77%...%Datasupplierlog Aad
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Log onto the monitored
system, here A42(100).

In transaction RZ21, mark
Segment Overview to
restart the local CCMS
segment of the monitored
system.

Switch to Change mode,
select the local application
server and choose “Reset
Segment in “Warmup”
Status”.

If your data collector
methods are correctly
defined, the data suppliers
are now executed.

Monitoring: Properties and Methods

Properties
(@) Properties assigned to MTE dasses
(O Properties assigned ko Cuskomizing groups

(O MTE-specific properties

(D) Properties variants

‘ariants currently active

|£ Display overview

Methods

(@ Method definitions

(O Method release

(O Methods assigned to MTE dasses
(O Methods assigred ko specific MTES

|A% Display overview |

Topology
(O System Overview () Agents For Local System

() Agents For Remate Systems

() Conkesxt Overview () dgents For 3.% Systems

|£ . Display Overview |

Monitoring: Change Technical Topology

System Topology A4Z

FE os/ze/z008

© 16:12:07

Monitored, Remote SAP Systems

Local Segments ()

Local Contexts (&) | CCMS Agents

& [&[F]H]

" Skatus |

Segments in Local System A42

EEE EE EE ERE L ResetSegmentin&v\\vg\fnRMUP'

ISegment Status

= | Segment Mame ISegment Type IDestination
SAP_CCMS_PCLONICT Agent
SAP_CCMS_PWDF2713 agent
SAP_CCMS_PWDF2817_A42_77 appl. Server
SAP_CCMS_PWDF3074 agent
SAP_CCMS_WDFDO01305424 Agent

SAPCCMSR, PCLOMNICT, 99
SAPCCMSR. PWDFET13.99
PWDFZE17_Ad2_77

SAPCCMSR. PWDFS074.99
SAPCCMSR. WDFDOO01308424,99 | SHUTDOMW N

SHUTDOMW
CMLINE
COMLINE
CMLINE

i | ] 4| [

m}

Page 21



To make sure that all job

scheduling is also correct,

go to transaction SE38
and start program
SAPMSSY8 to schedule
all reqular CCMS
background jobs.

After CCMS
communication has been
set up, this data is
transported to the central
monitoring system (CEN:
A42(610)).

You see monitoring data
for systems A40(610) and
A42(002).

ABAP Editor: Initial Screen

lII |@ Debugging ||@ With Variant | |&| Vatiants |

Program

SAPMESYE

O

Create

Subobjects

(@) Source code
() Varianks

() Aktributes

() Docurnentakion

(O Text elements

Py

%

Display

| 2

Change I

SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Main

| Open alerts |

| Properties | EI

X

wiew: Current system status  26.06.2006 , 16:13:40 )

[Jmom ABar API Monitoring @
—= []aBaP API Trace %]
[Ja40 @ segment sAP_CCMS_LAXDOO4053554 ( STAtus = SHUTDOWM ) B4
[Ja40 @ segment sAP_CCMS_LAXDO04129504 ( STAtus = SHUTDOWM ) B
[Ja40 @ segment SAP_CCMS_PWDF3074  STATtus = SHUTDOWN ) 118
[Ja40 @ segment SAP_CCMS_WDFDOOL308424 ( STatus = SHUTDOWM ) B
[Ja40 @ segment saP_CCMS_octarine  STAtus = SHUTDOWN ) 118
[Ja42 : segment SAP_CCMS_PCLONICY  Status = SHUTDOWN ) il
[Ja42 : segment SAP_CCMS_WDFDOCOL308424 ( Status = SHUTDOWM ) B
—& :|A40\A40 610_MDM_ABAP_API_TRACEY,. .
—= []ad25\a42_002_MODM_ABAP_API_TRACEY,. .
@ []ad2_002_agaP API application Trace
@ []ad42_002_agaP API Kernel Trace
'—m []aBAP 4PI Monitors @
—m [JAaear API Availability and Performance @
[]a40 : Segment SAP_CCMS_LAXDOO4093554 ( Status = SHUTDOWN
[]A40 @ Segment SAP_CCMS_LAXDOO4128504 ( Status = SHUTDOWN
[]A40 : Segment SAP_CCMS_PWDF3074 ( Status = SHUTDOWN )
[]A40 : Segment SAP_CCMS_WDFDOOL30B424 ( Status = SHUTDOWN
[]A40 : sSegment SAP_CCMS_pctarine  Status = SHUTDOWN )
[]a42 : Segment SAP_CCMS_ PCLOMIC7 € Status = SHUTDOWM )
[]A42 : Segment SAP_CCMS_WDFDOOL30B424 ( Status = SHUTDOWN
[]ad 0\PWDF2816_A4 0_10_ABAP_APIM. .
—E []ad2 \PWDF2BL7_ad2_77_ABAP_APIN. .
@ [Jchannal 1 : ADMIN_META
@ []channel 2 : COMNECTIOM_API_SAMPLE
@\ [Jchannel 2 : CORE_SERVICES
@ [ |channel 4 : MDM_REPO_OL
®m [ |channel 5 : R
@ [ |channel & : SRM_MDM
@ [ |channel 7 : TEST_API
—a [JaeaP API Logfile Monitoring @
[]ad40 : Segment SAP_CCMS_LAXDOO4093554 ¢ Status = SHUTDOWN
[]ad40 : Segment SAP_CCMS_LAXDOO4120504 ¢ Status = SHUTDOWN
[]a40 : Segment SAP_CCMS_PWDF3074 ( Status = SHUTDOWN 0
[]a40 : Segment SAP_CCMS_WDFDOOL30B424 ¢ Status = SHUTDOWN
[]a40 : Segment SAP_CCMS_octarine ¢ Status = SHUTDOWN )
[1ad42 : Segment SAP_CCMS_PCLONIC? ( Status = SHUTDOWH 0
[]ad42 : Segment SAP_CCMS_WDFDOOL130B8424 { Status = SHUTDOWN
] A40\M0m Infra_PWDF2BlE6_a40_10%...%DatasupplieriLog
(] ad2MoniInfra_PwDF2Bl7_a42_77%...%\DatasupplieryLog

ESSEEES

et

e

&

EEEEEEE

Ad40: Co
MOM_GET
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7 Monitored System (API) — Functionality and Usage

7.1 MDM ABAP API — Additional Documentation — Setup Guide and Advanced Tracing Usage
Setup and configuration have now been completed and the ABAP API Data Suppliers started.

Before the CCMS monitoring functionality can be checked, it is necessary to configure the ABAP API and set up
communication channels between the ABAP system and an MDM Server.

For information about the setup and usage of the MDM ABAP API see the following How To Guides:
- MDM ABAP API How To Guide Part 1 — Setting Up Customizing
This guide describes how to set up communication channels between the ABAP system and an MDM
Server.
- MDM ABAP APl How To Guide Part 2 — Connect Repository
This guide describes how to connect to MDM repositories.

User Guide for “Advanced Logging and Tracing”

The following How To Guide describes how to use advanced logging and tracing for ABAP API software:
- MDM ABAP API How To Guide CCMS — Advanced Logging and Tracing using CCMS
This guide also includes an ABAP API example program for checking the Advanced Tracing and
Logging function.

For information about CCMS use of Advanced ABAP API Logging and Tracing, see the
User Guide for “MDM ABAP API Communication Channel Availability”.

The next section of this guide describes how to use CCMS to monitor the availability of MDM ABAP API
communication channels.

7.2 MDM ABAP API Availability Monitoring — User Guide

Prerequisite:
- You have configured the ABAP APl communication channels and connected your ABAP system to an
MDM Server.
- You have set up and configured CCMS monitoring (connected the CCMS agents and started the Data
Suppliers).

You can find “Advanced Logging and Tracing” in the MDM CCMS monitor tree below the node “ABAP API
Trace”. “ABAP API Availability Monitoring” can be found in the parallel node “ABAP API Monitors”.
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Understanding Availability Monitoring in CCMS

[ ]status

[ ]aPI Heartheat
[ JHeartheat
[ Javailability B 60 %

—= [Jchannel 1 : ADMIN_META_DATA_UNIT_TESTS_S
—m= [(]1 - APT availability overview

= []1 2 APl availability (Heartheat) &

g APT active sihnce 06,/27/2006, 12:06:07. Last te:

BF 4 sec

—m= [J1 - aPI Performance and Activity
= [J1 - apr performance &

[ |pescription Last Response for login fr
[ |Last Response time abaP API to MOM B&F 26 ms

In MDM ABAP API customizing (transaction MDMAPIC), you defined a number of channels from the ABAP
system to an MDM Server. Per channel you select the MDM Server and the MDM repository to be connected.
This information is displayed in the ABAP API availability information for a specific client.

The following information is displayed per channel:

<no> - API| Availability (Heartbeat)

No = <CCMS internal channel number>

Status

Defines if the channel is active or inactive since a
given time. This value obviously fits the current
availability value.

API Heartbeat

Delivered from CCMS, but not used

Heartbeat

Time since last availability check (in seconds)

Availability

Percentage of availability (per default: average for the
last 15 minutes)

<no> - API Performance and Activity

No = <CCMS internal channel number>

<no> - API Performance

No = <CCMS internal channel number>

Description

Last response time ABAP API to MDM | The response time that was measured when the MDM

Server was called from ABAP for this channel.

1. CEN: CCMS Transaction
RZ20: This is the MDM
Monitoring tree. All data
for the Availability Monitor
can be found in subtree
ABAP API Monitors.

L]

MDM ABAP API Monitoring @
—& [ ABAR API Trace (]
—E&E []aBAaP API Monitars (]

& @ABAP API AvailabiTlity and rerformance &
m [Jaear aPI Logfile monitoring @

—& [ |MDM ComM API monitoring @
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Example for a system in
which 17 channels are
defined in the ABAP API
customizing.

The large number of
channels displayed in red
is due to the fact that the
Data Supplier was just
started, but the CCMS
displays the availability
average for the last 15
minutes.

One of the CCMS
functions is to propagate
the worst status from
bottom to top, so if you
see a tree node in red,
you immediately know
that something went
wrong.

Enter your monitored
system.

You defined your
communication channels
in transaction MDMAPIC
(see example
screenshots).

Change to the central
monitoring system (CEN)
to check the current status
of the communication
channels you defined.

Start transaction RZ20
and enter the MDM
Monitor tree.

The screenshot shows the
typical CCMS availability
for one communication

{7'MDM ABAP API

Monitoring @

—m= [JaBaP API Trace

[N aEar aPI Monitors

—m [Jchannel 1
—m& []channel 2
& []channel 3
& [Jchannel 4
—& []channel 5
—& []channel &
—e& [Jchannel 7
—e& []channel 8
—m& []channel 2
—mm []channel 10
—m [Jchannel 11
—m [Jchannel 12
—m [Jchannel 13
—& []channel 14
—m []channel 15
& [Jchannel 16
—m [ |Channel 17

e []ad0ha40_100_MOM_ABAP_APT_TRACEN. . .
—m@m []ad 01}540_610_MDM_ABAP_API_TRACE\. .

o [JaBAP API Availability and Performance @

View: Current system status { 06,/27/2008 , 11:29:07 )

B [ A40%PWDF2B16_A40_10_ABAP_APTY. . .

I ADMIM_META_DATA _UUINIT_TESTS_S
I AG_TEST_LOG
: API_CORE_SERWICE_HOWTO
I API_CORE_SERWICE_HOWTO_2
 API_TEST
I API_TEST_sP04
i API_TEST_SP0O4_PwWDF3074
i API_TEST_SPO4_wWDFDO014 58484
¢ CONMECTION_APT_KEYMAPPING
: COMWECTION_API_SAMPLE
¢ COMMECTIOM_API_TESTZ2
: CORE_SERVICES_UNIT_TESTS_SP
D MASS_DATA
o MDM_SRM

SPO4_BUSIMESS_PARTMER_IMI

UNIT_TEST

: WEBEX_DEMO

—m= [JasaP API Logfile Monitoring

[ adonmoniInfra_PwDF2816_a40_10%...%Datasuppliersloy 3| ad0: C

—emm []MDM CoM API monitoring @

Change View "MDM repositories": Querview

CEEEEE

Dialog Structure

VDM repositories

o e

D1 Repostory nans

D Connection

st name

Logical object name.
MM serveticonnections BTN _META_BATA_UNTT_TESTS_SP04] [sun_meTa_uT_TESTS PWDF2713_CON pucf2713
v Doms hosts AG_TEST_LOG AG_TEST_LOG LOCALCONNECTION w01 00280
g“w ‘”D‘Emg""“i” For MDM vl ™16 1 cORE_SERVICE_HOWTO APLLOCKUP 3 PWEF2713_CON pudF2713
A e Lo API_CORE_SERVICE_HOWTO_2 APL_HOWTO_3 PWOF2713_CON puck2713
APL_TEST APL_TEST PWDF2713_BIG
API_TEST_SPO4 APL_TEST PWDF2713_CON pwdf2713
| |aPI_TEST_SP04_PwDF3074 APL_TEST PWDF3074_CON pwdf3074
| |aPI_TEST_sP04_wDFDOOL4 58484 APL_TEST WDFDOO145848A_CON  waFdDD145846a
| |connECTION_2P1_KEYMARPING CONNECTION_API_KEYMAPPING PWDF2713_Con pudF2713
| |conNECTION_APT_samPLE IAPT_SAMPLE HOWTOCONNECTION PwdFRYZ
[ |cONNECTION_APT_TEST2 CONMECTION_AFL_TESTZ PWDF2713_CON w2713
[ |CORE_SERVICES UNIT_TESTS_SP04  CORE_SERVICES_UNIT_TESTS_SF04 PWDF2713_CON pucfa713
MASS_DATA 1MASS_DATA LOCALCONNECTION wefdon1a0zs0a
MDM_SRI MDM_SRM PWDF3074_CON pudfa074
SPO4_BUSINESS_PARTNER_INI SP04_BUSINESS_PARTMER _INI PWDF2713_CON pwdf2713
UNIT_TEST UNIT_TEST LOCALCONNECTION wefidon100280a
WEBEX_DEMO WebExDemo LOCALCONNECTION wefdo0100280a
; W ", :
Change View "Mdm Dbms hosts': Qverview
Y
Dialog Structure || Mdm Dbms hosts
DI repasitories DM Dbms |oE Type [Host name
(IMDM server connections FiowTOORMS SERVER. SqL serwer B
g"”d“‘ D‘Rf e FWDF2713 WS soL server B k2713
DAEAP melementation for MEM ver| =0 p oo 7 g Ms SqL Servar 1 padf2719
MDM API trace configuration — -
= PWDF3074 Ms SQL server Bl podfa074
WOFDODL002804 M5 SQL Server [ wdfd001002608
WDFDOOL4 58484 M5 SQL Serwer [ wafdo01 458482

LEI [] A4 0NPWDF2B16_A40_10_ABAP_APTY. ..

—= [Jchannel 1
= 1

o 1
I
[Jchanne]

@\ 2
[lchannel 2
4
5

e
[]channel
Mehanneal

—

I ADMIN_META_DATA_UNIT_TESTS_S

- aPT availability owerview

[ ]status

[ ]aPI Heartheat
[ | Haartheat B 6 sec
Javailability & 60 %

- API Performance and Activity

- API Performance g%

[Jvescription

I OAG_TEST_LOG

: API_CORE_SERVICE_HOWTO

¢ API_CORE_SERVICE_HOWTO_2
t APT TEST

n%Dl - API availability (Heartheat) J%
g APT active since 06/27/2006, 12:

06:07. Last test:

08,/27,/2006, 12:24:50, Gre

MO
. Gri
. Rer

Last Response for login from ABAP API to MDM Serwver
[JLast Response time AbaP API to MDM &F & ms

. ¢
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channel.

The repository on the
MDM Server was started
8 minutes ago, so the
average availability for the
last 15 minutes is
displayed as 60%. The
thresholds are defined so
that 60% availability
sends an alert (red color).

You also see the real
response time for the
availability check (in this
screen 6 ms)

After awhile the display
changes and some
channels show their
availability, while others
are not available.

You can enter an auto-
reaction method for the
Availability node you want
to monitor and attach a
method that sends an e-
mail on alert.

—= []agaP API Monitaors ]
= [Jasar API Availability and Performance @
[]a40 : Segment SAP_CCMS_LAXDO04093554 € Status =
40 @ Segment SAP_CCMS_LAxDO04129504 ¢ Status =
A40 1 Segment SAP_CCMS_PWDF3074 ¢ Status = SHUTDOWN )
[]ad40 : Segment SAP_CCMS_WOFDOOL30842a ¢ Status = SHUTDOWN
AAD 1 Segment SAP_CCMS_octarine ( Status = SHUTDOWN )
—m= A4 ONPWDF2BLA_A40_10_ABAP_APTh. ..

—a& [channel 1 : ADMIM_META_DATA_UNIT_TESTS_S

& [channel 2 : AG_TEST_LOG

e []channel 3 : API_CORE_SERVICE_HOWTO

—& []channel 4 : API_CORE_SERVICE_HOWTC_2

—a [|channel 5 : API_TEST_SPO4

—& [Jchannel & : API_TEST_SPO4_PWDF3074

—a& []channel 7 : API_TEST_SP04_WDFDO01458484

—& []channe]l 8 : COMMECTION_ARI_KEYMARPING

—@& [ |channel 9 : COMMECTIOMN_API_SAMPLE

—& [channel 10 : COMMECTION_API_TESTZ

—a& []channel 11 : CORE_SERVICES_UMIT_TESTS_SP

—& []channel 12 : MASS_DATA

—a []channel 13 : MDM_SRM

—& [Jchannel 14 : SPO4_BUSINESS_PARTHER_THI

—e& []channel 13 : UNIT_TEST

—m [ |channel 16 : WEBEX_DEMO

= Tchannel 5 : API_TEST sPo4
= []5 - aPI availability overview
= [J5 - API availability (Heartbeat) J¥

{]status
{ ] APT Heartheat

{ ]Heartheat
DAva'i[%abi'th B 100 %

BF 106 sec
@ []5 - aPI perfarmance and Activity

L [05 - apI performance 3
[Jpescription

[JLast response time AbaP API to MDM &F 109 ms

SHUT DOt
SHUTDOWN

Pl
J
J

fq
fq
L
L
g

APT active since 06/27/2006, 12:32:47. Last test: 06/27/2006, 12:32:47, Gri

Ho
, Gri
. Gri

Last Response for Tlogin from ABAP API to MDM Server

o d
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7.3

Threshold settings for
availability are defined in
the Data Supplier, but can
be overwritten in the
CCMS monitor (see next
chapter for threshold
modifications).

As you see in the detail
data for the Availability
monitoring tree element
(MTE), the communication
channel was available for
the last 2 minutes but not
before.

SAP Netweaver MDM Monitor Templates ( MDM ABAP AP Monitoring ) -

| Cpen alerts | @ | Propetties | IE‘

view: Current system status { 05/27/2006 , 12:22:37 )
L—m [ a4 0%a40_610_MDM_ABAP_APT_TRACE™. ..
—m= []aBaP API Monitars @
—= [JaBap API availability and Performance @

= [JA40NPWDF2816_A40_10_ABAP_APIN. ..

= [Jchannel 1 : ADMIN_META_DATA_UMIT_TESTS_S
= [J1 - APl availability overyview
= [J1 - APT Availability (Heartheat) &
[]status API active since 06/27/20
[]APTI Heartheat
[Heartheat BF 90 sec
viavailability &F 60 %
—= [J1 - apI Performance and ACtivity
m []J1 - API Performance &
F—m [channel 7 @ am TFST 100G

General details

‘ context |object name |Shnrt name |TypE |c'\ass |H1'ghES( a'\ert|Nu\

‘VTPWDFZEMJ«QOJOJ«EAPJ«PIh - API Availability (Heartbeat)|Avaw"\ab1‘h‘ty|Peanrmance|MDMJ«EAPJ«PI,HEARTJ«VAIL,CLASS|Red

Current performance details

‘ Context |object name

|Shur‘t name |um't|La§t va'\uE|Lait minute|Last 5 minutes|Last 15 minutes|

‘DPWDFZEléJaOJOJEAPJPIh - APT Availability (Heartbeat)|Avaﬂabﬂity| %| 60| 1oo| 40 60|

performance-specific customizing data

‘ context |object name |Shnrt name |um‘t|Green - ve'\'\nw|ve'\'\nw - Red|Red - ve'\'\nw|ve'\'\nw >

‘[]PWDFZElE;AQOAlOAAEAP;API|1 - API Availability (Hearcbeat)|Avai1abi1ity| %| 9o| EO| 95

smoothed performance values of the last 30 minutes

‘ Context |object name |Shur‘t name |um't|12:ZZ|12:21|1Z:ZO|1Z:1B|12:1E|12:17|12:16|12:15|12:14|

‘ann:zslé_ﬁao_lo_ﬁsnn_ﬁnlh - APT Availability (Heartbeat)|Avaﬂabﬂity| %| 100| 100| 0| 0| 0| 0| 0| 0| 100|

smoothed performance values of the last 24 hours

‘ context |object name |Shnrt name |um‘t|11h—12h|10h—11h|09h—10h|08h—09h|07h—08h|06h—07h|05h—06

‘DPWDFZEMJ«QOJOJ«EAPJPIh - API Availability (HEar‘(bEa()|A\/aﬂab1"h'(y| %| 0| —| 7| 7| 7| ,|

MDM ABAP API Availability Monitoring — Threshold Settings for Performance Attributes

Each monitoring tree element in the CCMS tree, that is a performance attribute such as “Availability”, has
specific threshold settings that define the change from GREEN to YELLOW, YELLOW to RED and RED to
YELLOW or YELLOW to GREEN status. RED status is directly linked to the alert mechanism of CCMS. If the
status changes from YELLOW to RED, an auto-reaction method is therefore fired. You must define this behavior
in the properties of the performance attribute.

You can adapt the delivered thresholds to the customer’s needs in two different places (see the CCMS
documentation for details):

Data Supplier:

All performance attributes displayed in the MDM ABAP API availability monitoring tree are defined in the
data supplier that is running on the ABAP API system

MTE properties

The tree can also be modified directly as shown in the following screenshots.
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1. Definition of Data constants:
Supp“er: * Dear Customer: Please Adapt the threshold data of all performance
s data suppliers to your needs.
The delivered data @ Threshu'lg constam_lzs far the_ll_-||earbeat Interval "|[|1 seconds
. . ap Con_Hearbeat_Intw]_Greendve type 1 walue 360,
SUpp“er for ava”ab'“ty CDn_HearEeat_Intvq_‘(eqqued type i \.faque 720,
i i i Can_Hearheat_Intv]_vell2Green type 1 walue 360,
L X Con_Hearhbeat_Intwv]_pRredve type 1 walue 720,
monitoring has a section b 1 dzvel] : 1
for defining constants in . o
. * Threshold constants for the aAvailability over Tast 15 min in %
which the thresholds are Con_availability Green2vell type i walue 90,
collected CDnJ\.ra'an"q"lty_‘reHzRed type i \.faque 80,
. Con_availability_vell2Green type 1 walue 85,
Con_availability_red2vell type 1 walue 95,
The data supplier is a * Threshold constants for the EIHEI)M Repository resp_lonse time in ms
: Con_MDMRep_RespTime_Gresn2yve type 1 walue 450,
Con_MDMRep_RespTime_vell2re type 1 walue 600,
function called b RespT H o Ype i 1
Con_MDMRep_RespTime_vell2Green type 1 walue 400,
M[E),l\\{IFTA\CSCL:J'\éS_ABAP_API Con_MDMRep_RespTime_red2yvell type 1 walue 550.
Start transaction SE37 to
view the data supplier.
Thresholds are pre-
defined for three
performance attributes:
- Heartbeat Interval
- Channel availability
- Repository response
time
2. Definition of MTE SAP Netweaver MDM Monitor Templates ( MDM ABAP APT Monitoring ) - Main
properties: (3[40 (58 [ open derts | |8 [B1 [ oo eries | ] [B] (@)@ | B2 [% L2 [EIE
view: Current system status ¢ 0642772006 , 13:41:58 )
YOU Want tO Change the |:aa [ ad0%A40_100_MDM_ABAP_API_TRACEN. ..
dellvered threShOIdS for Daa [Jad0ha40_610_MDM_ABAP_API_TRACEN. ..
. e —= ABAP API MoOnitT @
the Availability parameter. o
. o — wailability an arformance
SI tth A Ibl ¢ = [Japap API availabilit d perf @
e eC e Val a I Ity ree =[] A40NPWDF2816_Ad0_10_ABAP_APIY. . .
nOde a'nd Choose & Ecﬂanneq 1 : ADMIN_META_DATA_UMIT_TESTS_S
. & Z 5
PropertleS. —a DghiﬂEZw 3 ﬁgigg;iggwlcsjowm
—a& []channel 4 : API_CORE_SERVICE_HOWTO_2
& []channel 5 : API_TEST_SP04
Switch to Change mOde, = []5 - APT availability overview
modify the properties, and |_EI 05 - ap1 availability (Heartheat) &
Choose tab . %i;;t:;rtbeat g API active since 06/27/2006, 12:32:47. Last tes
“PerformanceAttribute”. P Aeansbi ey A 0%
@ 15 - apT Performance and actiuwitw

Here you can change the
thresholds values as well
as the comparison value
for the evaluation.
“Smoothing over last 15
minutes” is set by default.

You can also change the
Alert text. Use a message
stored in an ABAP
message class.
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Monitoring: Properties and Methods

Properties of AJONPWDF2816_A40_10_aBAP_APInChannel §
MTE class MOM_ABAP_API_HEART_AYAIL_CLASS

General PerformanceAttribube

Methods

¢ Addnl info

: API_TEST_SPO4%5

- API Ax

Performance properties assigned from group

MDIM_ABAP_API_HEART_AWAIL_CUSGR

Compatison Yalue
() Last reported value
() Average in the last hour

() Average in the last quarter of an haur

() Smoothing over last 1 min,
() Socthing owver last S min.

(®) Smoothing over last 15 mins

Threshold values
Change from GREEN to YELLOW
Change from YELLOW ko RED
Reset from RED o YELLOW
Reset from YELLOW to GREEN

Alert is triggered if the comparative value
(@) Falls below threshold value

90
80
R
85

(O exceeds the threshold value

Yo
o
Yo

o

Alert kext
Message class MOM_CCMS_ABAP
Message number 370
Text ABAP: Component available For 81 &3 on average 15 minutes

7.4 Additional CCMS Functions

The CCMS delivers a number of additional functions that allow you to use the CEN as control center. Two very
important functions will be discussed here. For greater detail, see the standard documentation for CCMS.

7.4.1 Sending an E-Mail on Alert

This function is used very frequently and is one of the most important CCMS capabilities.

CCMS allows you to define an “auto-reaction” method for your monitoring element. One possible auto-reaction
is CCMS_SEND_EMAIL_ON_ALERT.

The following CCMS documents provide details about auto-reaction as well as a list of SAP notes:

Note  176492:
429265:
502959:
617547:

Automatic e-mail when an alert occurs (RZ20)

CCMS monitor architecture: Central Auto-Reaction
RZ20: External e-mails as auto-reaction
RZ20: Sending alerts as mail and SMS

You can define the auto-reaction in the Properties screen for the monitoring element. You can also define the
auto-reaction method in a Data Supplier.
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Start RZ20 and select the
monitoring tree element
for which you want to
send alert e-mails.

Select the parameter and
choose Properties.

Choose the Methods tab
to change the method
assignment.

Click on “Method
Assignment” to enter the
modification screens for
attached methods.

SAP Netweaver MDM Monitor Templates { MDM ABAP APT Monitoring ) - Main

(2] & open i< |

view: Current system status ¢ 0642772006 , 13:41:58 )

EEE S =N SIEI NP

|:aa [J44 0%A40_100_MDM_ABAP_API_TRACEN. ..
@ [Jadohad0 610 MDM_ABAP_API_TRACEN. ..

F—m= [JaBAP APT Monitors @

o= [Jaeap aPI availability and performance @

= [ AdO\PWDFZE16_Ad0_10_ABAP_APIN. ..

—a& [Jchannel 1 : ADMIN_META_DATA_UNIT_TESTS_S
—@ []channel 2 : AG_TEST_LOG

—@ [Jchannel 3 : API_CORE_SERVICE HOWTOQ

—a& [Jchannel 4 : API_CORE_SERVICE_HOWTO 2
& []channel 5 : API_TEST_SP04

vimvailability &F 20 %

@ 15 - apT Performance and actiuwitw

Monitoring: Properties and Methods

= []5 - apr availability overview
= []5 - aPI availability (Heartbeat) &
[]status API active since 06/27,/2006, 12:32:47. Last tes
[]APT Heartheat
[JHeartheat & 2 sec

A=

- AFI &

Properties of AAONPWDF2816_a40_10_aBaP_aPI™Channel 5 @ API_TEST_SPO4%5
MTE class MDM_ABAP_API_HEART_AVAIL_CLASS
General o Performancedttribute Addnl info
Method execution
Start the data collection method every fa0 seconds
In the absence of values deactivate after 1,000 seconds
Methods effective for MTE nodes
Diata collection methad MDM_ABAP_APT_CCMS_DATA_SUP_FUEA
Auto-reaction method <N _METHOD =
Analysis method CCMS_SMS0
List of work processes
|Q{’ Method assignment
g
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3. Choose the Auto-Reaction
tab and enter the
previously defined e-mail
alerting method (in
transaction RZ21 — don’t
forget to release the
method for auto-reaction).

Save the method
assignment.

7.4.2 Storing Performance Data in a Central History - Central Performance History (CPH)

Monitoring: Methods

A4 ONPWDF2B16_4a40 10_ABAP_APIN...%5 - API Availability (Heartheat)“awailability

MTE class MDM_ABAP_APT_HEART_AYAIL_CLASS
Data collection 4 Analysis i Additional infa

Auko-reaction method

Effectively assigned method

Method name <MNO_METHOD =
assigned by
MTE A4007Y, .4

MTE class
Method is assigned by the higher-level MTE class

Method allocation

() Methad name

() Do ot execute a method

(@) Use MTE class method assignment:

(O Use method from higher-level node (MTE)

The Central Performance History is an application connected to the CCMS in CEN. It has two main functions

that are not provided in the CCMS.

1. The CCMS stores performance data over a restricted time period, but not for longer time periods, due to
the huge amount of data that grows over time. Specific performance criteria (defined by the monitoring
user) can be collected over time, aggregated to other time units, and displayed using the SAP graphics

application.

2. The MDM Server monitor delivers performance and availability data to the CEN, but does not calculate
values such as min/max and average for the data. This can also be done with the CPH.

This guide gives a short introduction on how the CPH can be used for MDM performance and availability data.
For details see the CCMS documentation.
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| Monitor  Edit  Gokto Wiews  Exfras  System  Help

In the MDM monitor tree, oo =
SeIeCt the performance | 0 jlcst'?vat:fn::ﬂntsenance Function , @ {D ﬁ @ E @

attribute you want to store SAP Netweaver MDM Legend‘ S ABAP API Monitoring ) - Main
in the CPH. Open alerts : - :

View: Current system status ¢ 06/27/2006 , 14:20:386 )

Activate the CCMS

. . []a40 : Segment SAP_CCMS_LAXDOO0409355A ( STatus = SHUTDOWN ) 0
maintenance functions. []a40 : segment SAP_CCMS_LAXDO0412950A ( STaTus = SHUTDOWN o B
[]ad0 : Segment SAP_CCMS_PWDF3074  STAtus = SHUTDOWN ) k18
[]ad0 : Segment SAP_CCMS_WDFDOOL308424A ( Status = SHUTDOwWN ) 0
[]ad0 : segment SAP_CCMS_octarine ( Status = SHUTDOWN ) 18
@ :|A40\A40_100_MDM_ABAP_API _TRACEM,. .
e []Ad0hA40_610_MDM_ABAF_API_TRACE,. .
—m= []aBar API Monitors (]
o [Jaeap API Availability and performance @
[]ad40 : Segment SAP_CCMS_LAXDOO409355A ( Status = SHUTDOWN ) [
[]ad0 : Segment SAP_CCMS_LAXDOO412950A ( Status = SHUTDOWN ) B
[]ad0 : Segment SAP_CCMS_PWDF3074 ( Status = SHUTDOWN 0 118
[]ad40 : Segment SAP_CCMS_WDFDOO130842A ( Status = SHUTDOWN 3 [
[]ad0 : Segment SAP_CCMS_octarine ( Status = SHUTDOWW 118
—m= :|A40\PWDF2816J\4OJ_OJ\BAPJ\PI\
—e [Jchanne]l 1 : ADMIN_META_DATA_UNIT_TESTS_S
—m [Jchannel 2 : AG_TEST_LOG
—m [Jchannel 3 : API_CORE_SERWICE_HOWTO
—m [Jchannel 4 B API_CORE_SERVICE_HOWTO_Z
= [Jchannel 5 : API_TEST_SPO4
= []5 - aPI availability overwview
@ []5 - API Availability (Heartheat) 5%
[]status API active since 06/27/20068, 12:32:4
[]API Heartheat
[]Heartheat A& 13 sec
(Javailability & 67 %
_Monitoring Edit Goto  Wiews Extras  System  Help
Select the performance % S —“e@—?e T e s | il @10
. g2 < = =]
attribute and choose
“Collect MTE class in SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Main
central performance [ Properties | l@ i Y
H i1
history”.
H FSEE H H view: CuUrrent system status { 06/27/2006 14:20:36 )
This definition is now valid s :
[]ad40 : segment SAP_CCMS_LAXDOO4093554 ( Status = SHUTDOWH 0 0
for the MTE class and can []ad40 : segment SAP_CCMS_LAXDOO4125504 ( Status = SHUTDOWH 1 B
[]ad40 : segment SAP_CCMS_PWDF3074  Status = SHUTDOWN 0 118
_be used more than once []ad40 : segment SAP_CCMS_wDFDOOL30842a ( Status = SHUTDOWH 1 B
in the MDM tree []ad40 : segment SaP_CCMs_octarine  Status = SHUTDOWN 0 118
) e []ad40ha40_100_MDM_ABAF_API_TRACEN,. ..
—@ []Ad0NA40_E10_MDM_ABAP_API_TRACEN. ..
—m= [JABAP API Monitors @
—m [Jagapr API availability and rerformance @
[]ad40 : segment SAP_CCMS_LAXDO04093554 ¢ Status = SHUTDOWN o 0
[]ad40 : segment SAP_CCMS_LAXDO041259504 ¢ Status = SHUTDOWN o B
[]ad40 : segment SAP_CCMS_PWDF3074  Status = SHUTDOWN 0 118
[]ad40 : segment SAP_CCMS_wDFDOOL308424 ¢ Status = SHUTDOWnN O B
[]a40 : segment SAP_CCMS_octarina ( Status = SHUTDOWN ) 118
—= :|A40\PWDF2816_A40_10_ABAP_API\
—m& [Jchannel 1 : ADMIN_META_DATA_UNIT_TESTS_S
—m [Jchannel 2 : AG_TEST_LOG
e [[channel 3 : API_CORE_SERWVICE_HOWTO
—e [|channel 4 : API_CORE_SERWICE_HOWTO_2
—m= [Jchannel 5 : API_TEST_SPO4
= []5 - aPI availability overview
= []5 - aPI availability (Heartheat) g2
[]status API active since 06/27/2006, 12:3
[]API Heartheat
[]Heartheat B 13 sec
viavailability &F 67 %
. [= SAF Natweaver MDM Manitor Templates ( MOM ABAP APT Manitoring ) - Main
Select the aggregation
mode for Our data e Reorganization schema ID short description
y 1 g SAP_DEFAULTSCHEMA caﬂectwm o; Eour—va]‘ues . va]‘ues wi]‘]‘ kb:e deleted agre; 3 daysd
H SAP_HOUR_COLLECTION_WITH_AGGR_TO_DAY collection o our-values , values wi e aggregated after 36 days
Store mInUte'ValueS bUt SAP_HOUR_COLLECTIOM_WITH_A4GGR_TO_HOUR collection of hour-values , wvalues will he aggreaated after 36 dais
t th t h SAP_HOUR_COLLECTION__NO_AGGREGATION cn”ect'}nn n; hgur—vam$s N va'\u;s wiﬂ__l?abdemted aftsr 36 daysd
SAP_MIN_COLLECTION_WITH_AGGR_TO_DAY collection of minute-values , values wi e aggregated after 8 days
aggrega e em O Ours SAP_MIN_COLLECTION_WHTH_AGGR_TO_HOUR cuﬂectinm o; minute—va]lues 5 va]lues ww']I]I Ee ag?regsteg after’da days
N+ H SAP_MIN_COLLECTION kg AGGREGATION collection of minute-values , walues wi e deleted after 8 days
after a SpeCIfIC tlme SAP_OTR_COLLECTION WITH_AGGR_TO_DAY  collection of gtr-hour-values , wvalues will he aggregated afteryls days

interval.
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4. TO VleW the CPH hlstory I_ Momiboring — Edit Goko Wiews  Extras  System  Help

for your selected attribute, | % T 1B Cee SHE BDhan HE @B
select the tree element SAP Netweaver MDM Monitor Templates ( MDM ABAP API Monitoring ) - Main
again and choose

, , bS]l EERINLEE
“Display history of

Selected MTESs". view: Current system status  06/2772006 , 14:25:18 O

|:aa [] A4 0%A4 0_100_MDM_ABAP_API_TRACE". . .
@ [ ad40%a40_610_MDM_ABAP_APT_TRACE. ..

—= []aBAP API Monitors (%]
—= [Jagap API availability and Performance @

= []A40NPWDF2B1E6_A40_10_ABAP_APIN. ..

—e [Jchannel 1 : ADMIN_META_DATA _UNMIT_TESTS_S

& []channel 2 : AG_TEST_LOG

—m [Jchannel 3 : API_CORE_SERVICE_HOWTO

—m []channel 4 : API_CORE_SERVICE_HOWTQ_2

F—m= [Jchannel 5 : API_TEST_SPO4

@ []5 - API availability overview
m [J5 - aPI availability (Heartheat) &

[]status API active since 06/27/2008,
[1aPI Heartheat
[JHeartheat BF 296 sec
visvailability & &7 %

For details see the CCMS
documentation for CPH.
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8 Appendix

8.1

SAP Service Marketplace contains the complete set of standard documentation for CCMS monitoring:
service.sap.com/Monitoring - Monitoring in Detail. The following guides are available:

SAP Service Marketplace contains the complete set of standard documentation for CCMS monitoring:
service.sap.com/Monitoring - Monitoring in Detail. The following guides are available:

Standard Monitoring Documentation

Availability Monitoring and Agent CCMSPING

CCMS Agents: Features, Installation and Usage

CCMS System Component Repository

Central Performance History of the Monitoring Architecture
Customizing and Operating GRMG Monitoring SAP NW 04
Customizing and Operating GRMG Monitoring SAP Web AS 6.20
Design und Integration von SNMP-Funktionen in SAP NetWeaver
Forwarding Alerts to Alert Management (ALM)

Functional Trace (Transaction STATTRACE)

Global Workload Monitor (Transaction ST03G)

Integration of CPH Data into the Business Warehouse
Java Monitoring API - Properties and Installation
Configuration of the Monitoring Architecture

Creating and Editing Monitors and Sets of Monitors
Monitoring Jobs with the Alert Monitor

Monitoring Multiple Systems

Monitoring Response Times of Transactions or Clients
Monitoring qRFC and tRFC Calls

Preconfigured Monitors

Predefined Auto-Reaction Methods of the Alert Monitor
SAPOSCOL: Properties, Installation, and Operation
Sending Alerts as SNMP Traps

Technical Views of the Alert Monitor

The SAP Expert Monitor for EMC (SEME)

Windows Event Log Monitoring with CCMS Agents
Workload Monitor (Transaction STO3N)

8.2 Important SAP Notes for Monitoring

SAP Note Description

889366 MDM55 SP03 ITSAM: LogMon Monitoring — Examples
889580 MDM55 SP03 ITSAM: CCMS Monitoring: MDM template
889579 MDM55 SP03 ITSAM: Procmon Monitoring MDM Server — Example
436186 Installing saposcol as a service

618053 Download Location for NTSCMGR.EXE

548699 FAQ: OS Collector SAPOSCOL

957036 MDM55 SP04 ITSAM: Logmon Monitoring — Examples
956783 MDM55 SP04 ITSAM: CCMS Monitoring: MDM Template
1272117 MDM 7.1 ITSAM: Procmon Monitoring MDM
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