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1 Installation and Configuration of MDM CCMS Monitoring

MDM CCMS monitoring is based on the:
e Central Monitoring System (CEN)

CCMS monitoring is based on the ABAP stack of a Web AS (Web Application Server). The
CCMS application collects the monitoring information for all connected systems and
applications in this system.

This central monitoring system is called CEN. In many cases the CEN is part of the Solution
Manager.

Before starting the installation of the MDM 7.1 monitoring environment (Prerequisite for this
documentation):

¢ Read the MDM 7.1 - Solution Operations Guide.
e Make sure that you have sufficient authorization in the central monitoring system.

e Make sure that you have administration rights to perform all necessary installation steps on the
local monitored system.

Installation of the MDM 7.1 CCMS monitoring environment includes:

¢ |Installation of a central monitoring system (CEN) based on a Web AS system (6.40 or higher
recommended). Installation of the CEN is not included in this documentation.

¢ Installation of the local agents and tools running on the MDM Server machine for MDM Server
monitoring.

¢ |Installation of the standard MDM CCMS monitoring template.

Configuration of the MDM 7.1 CCMS monitoring environment includes:
e Registration of the monitored system components on the CEN.
¢ Definition of the MDM monitoring tree in the CEN.

This How-to Guide distinguishes between the following types of monitoring:
¢ Monitoring of the MDM Server components (C++ applications running on a Windows PC).

¢ Monitoring of the MDM ABAP API running on any ABAP system on which the MDM add-on is
installed.

All examples shown in this guide are based on the following architecture: an MDM Server is running
on a PC with Windows OS together with the other MDM components. All activities and the
screenshots for the activities described in this How-to Guide in detail are specific to Windows OS.
UNIX OS specifics are added only where the approach differs.
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2 MDM Server Monitoring Installation and
Configuration

MDM Server monitoring is based on the SAP CCMS architecture. The MDM server-specific
installation and configuration consists of the following steps:

Step 1

Installation of a CCMS agent on the local machine on which the MDM Server is running.
The SAP Instance Framework now used for MDM 7.1 also contains a CCMS Agent, but
that embedded agent does not support the Plug-In technology used to connect the CCMS
agent to the MDM server. Therefore a separate CCMS agent needs to be installed.

Step 2

Attach the MDM-specific shared library to the CCMS that contacts the MDM Server and
provide monitoring data such as availability and performance criteria to the central
monitoring system CEN via the CCMS agent.

Step 3

The SAP OS collector SAPOSCOL delivers operating system-specific data to the CEN via
the CCMS agent. This includes CPU and memory consumption as well as ProcMon
monitoring for monitoring single processes running or not running on the PC.

With MDM 7.1 the SAPOSCOL is installed by the MDM SAPInst installer together with the
SAP Instance Framework.

Step 4

Configuration of ProcMon monitoring to retrieve availability information about executables
running on the monitored system.

Step 5

Configuration of LogMon monitoring, allowing you to check log files on the monitored
system.

Step 6

Configuration of MDM Server monitors in the CEN based on an MDM monitoring template.
This also includes the customer-specific implementation of auto-reaction methods (for
example send an e-mail on alert) or analysis methods.

Step 7

Configuration of the central performance history (CPH) on the CEN to store the history of
selected performance attributes over time.

Steps 1 and 2 are discussed in chapter 3 of this document.
Steps 3to 5 are discussed in chapter 4 of this document.
Steps 6 and 7 are discussed in chapter 5 of this document.
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MDM Monitoring — MDM Server Monitor

ABAP API system

CEN - central monitoring system (ABAP)

ABAP ABAP
API ol MDM Monitoring CPH
Data Supplier Collection central
(Shared RZ20 performance
Memory) history

MDM Server Availability /
MDM Server Performar}ée {

# Procmon - Monitoring

Logmon — Monitoring

CCMS client - MDM Server

MDM Client |!

[ MDM Console,]’

MDM Server I’ ....................

SMD - Solution Manager
Diagnostics (J2EE)

ABAP
CCMS gateway

SMD application

Database
Reposito Conf files| | Log files

SMD
database

The CCMS agent on the monitored system (for example, the PC on which the MDM Server is
installed) collects monitoring information such as the availability of the MDM Server, MDM log files, or
OS Collector data about the system status. This data is provided via RFC to the central monitoring
system on which the CCMS agent is registered. The CCMS agent can be registered on more than
one monitoring system, but one of these monitoring systems is the central monitoring system (CEN).

In the CEN, the data is stored in the CCMS database and can be displayed in different sets of
monitors with transaction RZ20.
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3 CCMS Agent Installation on a Monitored System

Step 1

Installation of a CCMS agent on the local machine on which the MDM Server is running.

Step 2

Attach the MDM-specific shared library to the CCMS that contacts the MDM Server and
provide monitoring data such as availability and performance criteria to the central
monitoring system CEN via the CCMS agent.

Since it is a monitored system, you must install the following components:
¢ |Install a CCMS agent and register it on the CEN.

¢ |Install the MDM CCMS plug-in (Windows: mdm_ccms.dl, UNIX: mdm_ccms.o/ .a/ .so /.sl) and
configure the CCMS agent to load the plug-in at startup.

The MDM 7.1 installation is now embedded into the SAP Instance Framework. The Instance
Framework delivers a separate CCMS agent, but that agent is not sufficient for the MDM monitoring.
Therefore we need to install a specific CCMS agent for MDM that allows the CCMS Plug-In usage.

Start CCMS monitoring in the _ _ _ .
CEN with transaction RZ20 which  FGMS monitor sets { See also httpo//service.sap.comfmonito

contains the MDM monitoring
template. The template includes
the MDM Server Monitoring node
which contains the monitoring
data for MDM hosts — details
about how to get the MDM
monitoring template are
discussed in chapter 5.

—8 S5AP O (CENY E2B Procurement - Monitors

—C S5AP (CENY EBP Procurement Internal Monitors
—B 5AP (CEN) EnterpriseBuyer Monitors

—# SAP APOD Monitor

—&# SAP BZE Procurement - Monitors

—# SAP BI Monitors

—@ SAP Business Worktlow

—CE S4F CCHS Monitor Templates

—EB 54FP CCMS Monitors for Optional Components
—E# SAP CCMS Technical Expert Monitors

—E# SAP CCMS Technical Operations Templates
—C SAP CCHS Web &dmin Monitor Templates

—H S54F CRM Monitor Templates for Release 6. 20
—# SAP EEP Procurement Internal Monitors

—E SA4F EWM Monitor Templates

—&H SA4F EnterpriseBuyer Monitors

—&E S4F JZEE Monitor Templates

— 54F Mobile Infrastructure Monitor Templates
—EB SAP MW MDM Monitor Templates

—= SAP Metweawer MDM Monitor Templates

ot

ALA LR LA LR LR LR LR LR LD

GDS Console Monitoring

MDM ABAF API Monitoring

MDM COM AFPI ¢ Jdawa API Monitoring
EOH Server Monitoring

—@ SAP Process Monitoring Infrastructure EFP [Ell
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The MDM_CCMS plug-in
provides the communication
between the CCMS agent and the
MDM Server, enabling you to
obtain availability and
performance data. It also delivers
the complete monitoring tree
definition displayed in the central
monitoring system (CEN) below
“MDM Server Monitoring”.

After running the CCMSAGENT
with a plugged-in MDM shared
library, the MDM server monitor
should appear in the CEN.

3.1 CCMS Agent Installation

| SAP Netweaver MDM Monitor Templates ( MDM Server Monitoring ) - Mainte

‘ Open alerts || Properties ||E‘

Wiew: Current system status ( 19.12 2005 , 15:00:52 )

[IHDM Server Monitoring &

—= [JHDH Server Heartheat @
——[JMEM © Segment SAP_GCMS_LAXDAO4120504 ( Status = SHUTDOWN ) B
——LIM5M : Segment SAP_CCMS_P133392 ( Status = SHUTDOWN ) 118
——[JMEM © Segment SAP_CCGMS_PSEO51_MAM_18 { Status = SHUTDOWN ) B
—Ca [ ] MEMAHDM_SERVER_P13088424 .
2 [JMDM Server Operating System a
—1 M% Segment SAP_CCMS_LAXDAO4129504 ( Status = SHUTDOWN 3 [
[CIH5M © Segmenmt SAP_CCHS_P133392 ( Status = SHUTDOWN ) 118
——[MEM : Segment SAP_GCMS_PSE051_MGM_18 ( Status = SHUTDOWN ) B

08 []HMEMWP130842% . \OperatingSystenm’. .

0 [ MEMYPWDF2793_MEM_18% . . 4\0OperatingSystent. ..
e\ [ MEM\pwdT2660_MEM_10% . . \OperatingSystemt. ..

2 [JMDM Logfile Monitoring a
[ MM . Segment SAP_CCMS LAXDAG4129504 ( Status = SHUTDOWN ) 118
——[JM5H : Segment SAP_CCMS_P133392 ( Status = SHUTDOWN 3 118
——[JMEM . Segment SAP_GCMS_PSEOS1_MSM_18 { Status = SHUTDOWN ) 118

=08 []H5M41HDMSer ver _LogfileMonitoring
—0a []M5MY TMDMServer_LogTileMonitoring
—a []M5M41HDMServer_LogfileMonitoringy

. \P130842_fissertionBEURAS1 2140224232 xm] 5
L YP130842_AuditERUBRE1214E221624  xnl 1
. YP130842_Server@EUEDE1 2148221624 . xml o

—cf [ ]HDM Configuration File Monitoring &

[JMEM © Segment SAP_CCHS_LAXDEO4129504 ( Status = SHUTDOWN ) 118
[CIH5M © Segment SAP_GCMS_P133392 ( Status = SHUTDOWN ) 18
[IM5M © Segnent SAP_GCCMS_PSSES1_MSM_16 ( Status = SHUTDOWN ) 118

| ||
B &

[JM5M41MDMSer ver_ConfigFileMonitoring .. \F130342_ReleaseNotes.txt S
(] HGMYTMDMEer ver_GonTigFileMonitoringy .. 4P130842_mds . ini -

The CCMS agent (executable SAPCCMSR.EXE) is an independent process that interfaces to the
central monitoring system using RFC. The CCMS agent is the transport layer that provides the local
data/files to the central monitoring systems and provides heartbeat and availability data to the CEN.

Prepare data for CCMS agent registration on CEN

1. |Inthe CEN, start transaction
RZ21 (Technical Infrastructure
- Configure Central System ->
Create User CSMREG). Note
down your password for
CSMREG - CSMREGPWD.

=g
Properties  Edit Goto  Methods  Technical infrastructure System  Help

& Tl 4 Display Topology |88 I RR @m
N - . _ e . Configure Central Systern v Create Entry for Remote System

Monitoring: Properties {%= -

Local Method Execution v | Assign Central Auto-Reaction

Central Performance History v | Activate Central System Dispatching

i Deactivate Central System Dispatchin,

Froperties Systern Repository » At ! & a

Availahility Monitoring | Maintain system aroups

@ Properties assigned fo MTE classes

Configure @RFC Monitoring Create r CEMREG

Create Start File CSMCONF for Agents

O Propetties assigned to Custamizing |

O MTE-specific properties Reorganize segment table

O Propetties vatiants

2. To configure the local CCMS
agent, you need some data such
as the message server and
system number. Either retrieve
these values from the SAP
logon, or create a CSMCONF
file in transaction RZ21
(Technical Infrastructure >
Configure Central System >
Create Start File CSMCONF for
AGENTS).

3. Store the file on your local
monitored system.

=
Properties Edit Gato  Methods Technical infrastructure  System Help
& =« Display Topology | | E @
N - . B e | Configure Ceniral System 3 Create Entry for Remote System
Monitoring: Properties (&= 4
Local Method Execution » | Assign Central Auto-Reaction
Central Perfarmance History v | Activate Central System Dispatching
i Deactivate Gentral System Dispatchin
Froperies Systern Repository » . i n ¥}
Availahility Montoring +|  Maintain system groups

@ Properties assigned to MTE classes
Configure QRFC Monitaring

Reorganize segment table

Create User CSMREG
Create Start FiIeﬁSMCONF for Agents

O Propenies assigned to Customizing |
O MTE-specific propetties
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Install and Register CCMS Agent with MDM SAPinst Installer

With MDM 7.1 SP2 the MDM SAPInst installer will contain an option to perform the setup of the MDM
availability monitoring with the installer. This includes:

Installation of the CCMS Agent sapccmsr
Setup of the MDM specific CCMS Plug-In

The installer driven setup is described in detail in the MDM 7.1 Installation Guide (for more
information, see section SAPiInst Installation Options in MDM 7.1 - Installation Guide <Platform> on
SAP Service Marketplace at www.service.sap/instal IMDM71).

The next sections explain the manual setup of the CCMS agent and the manual attachment of the
CCMS Plug-In for the MDM servers. If you install the CCMS environment with the MDM SAPinst
option you don't need to follow the next steps.

Manually Install and Register the SAP CCMS Agent

We strongly recommend installation of the latest SAPCCMSR executable. Before you start
implementing the CCMS integration, see SAP Note 1315818
(https://service.sap.com/sap/support/notes/1315818) for the availability of CCMS agents on UNIX.

4.

Download the CCMS agent exe
file from SAP Service
Marketplace.

Note: If you are using FTP for
file transfer, make sure the
transfer mode is binary.

Download the CCMS installation file by following the path defined in
the SAP NetWeaver Monitoring Setup Guide (for example Monitoring
Setup Guide for SAP NETWEAVER 7.0 EHP1, SPS00, see the SDN
operations page:
https://www.sdn.sap.com/irj/sdn/operations -> Setting
up your Monitoring = Monitoring Setup Guide)

As MDM is not embedded into a SAP Web AS, chapter 4.8
Standalone Database comes closest to the MDM specifics for CCMS
Agent installation.

You can find the installation package as follows (this example applies
to a Windows 64-bit operating system):

http://service.sap.com/swdc - Software Downloads - Support
Packages and Patches - Browse our Download Catalog > SAP
NetWeaver and complementary products > SAP NETWEAVER >
SAP NETWEAVER 7.0 = Entry by Component = Application Server
ABAP > SAP KERNEL 7.00 64-BIT > Windows Server on x64 64bit
- #Database independent > CCMAGENT.

On the SDN locations you find also additional material like a SAPTutor
showing Installing, Registering and Operating CCMS Agents or a
guide for Configuring the Sending of E-Mails as an Auto-Reaction.

For more information about the correct release of the agent, see the
SAP Help Portal under SAP NetWeaver > SAP NetWeaver by Key
Capability - Solution Life Cycle Management by Key Capability -
Solution Monitoring = Monitoring in the CCMS - CCMS Agents >
Installing/Registering the CCMS Agents for Experts - Downloading
CCMS Agents, or follow the link below:

http://help.sap.com/saphelp nw70/helpdata/en/ca/118110ff542640b7c
86b570cc6lae3/frameset.htm
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On SAP Service Marketplace,
uncompress the files with
SAPCAR. Make sure that the
SAPCAR file on a Windows
server has extension .exe.

You can find the SAPCAR

executable such as SAPCAR_3-

20000182.exe at the same location as the SAPCCMSR agent.

Store the CCMS agents to the
default locations defined in
http://help.sap.com/saphelp_nw
70/helpdata/en/ca/118110ff5426
40b7c¢86b570cc6lae3/frameset.
htm.

Windows:

Check if the folder [<System
partition>]:\usr\sap is shared as
saploc. The central monitoring
system looks for the monitoring
and analysis data here.

With the MDM 7.1 installation
this should be done in advance
(MDM is installed below
/usr/sap/<MDM-SID>).

Create sub-directory prfclog
(Error! Hyperlink reference
not valid.) and copy the
downloaded files for SAPCAR
and CCMSAGENT to this
directory.

Unix:

Copy the CCMAGENT file and
the SAPCAR to the directory
/usr/sap/ccms/bin.

See chapter 4.8.1 (Installing
SAPCCMSR and SAPOSCOL)
of the Monitoring Setup Guide
mentioned before for the CCMS
Agent installation and
registration procedure.

The following sections explain
the next steps underlined by
screenshots.

] File  Edi Favorites  Tools  Help
| 2 e [ 1 | | e
‘ OBack > B ? | P Search i ~ Folders | x w | El' | r ')j‘
j Address I_| CiiDocuments and Settings sap Properties _?J_)S] g
= T
ki General  Sharing I Securityl Customizel Fﬁie[
2} 3 3% Floppy (A1) . i
[ e Local () " ']\ “You can share this folder with other users on your File
o P network. Toenable sharing for this folder. click Share this File
=o! folder. File
) BGLossary :
# 2 Documents and Settings " Do not share this folder Al
) Inetpub % Share this folder F':E
o File
3 ‘-' j2sdki.4.2_03 Share name: Isaploc _:l File
[+ [ MDME_share
(5) My Download Files Comment: IFUT CCHS Agent
[+ 12 my_C_programs o
E ) my_C_todk U% lirviit: & Mawirurn allowed
[ I Z) Myapplications 7 Allow this rumber of users: I _iz
) MyDownloads
) Office1n To set permissions for users who access this Permissions |
e falder aver the network., click Permissions.
[ [Z) PlayerIE
[# [ Z) Program Files Ta c:o_nfigure zeftings for offine access, click Caching |
(=) RECYCLER Caching.
|20 sappcadm
H ) 5qLeKsP4 M
(] System Yolume Information
i Ok I Cancel Apply
23 WINNT
¥ g DYD Drive (D1} =
| | 4 KT
i =101 %]
|| File Edt WVew Favortes Took Help i
) E—=
:\’ uaack - ‘:‘ Search Falders X n T' I |
nd:rm[ J Ci\usrisapiprfciog l! k_} Go [ migh B ”
Folders x | _Name - | Sce|Type
| B £ Program Fies | = cemagent_10-20000162, SAR B.446KB SAR File
| = RECYCLER 3 Msapcar_3-z0000162.exe 2.776KB  Application
_J sappcadm
# ) SQL2KSP4
L) System Volume Information
= ) usr
=l e 53D
¥ J prfclog

# ) sap.ori

Uncompress the CCMS agent
using the SAPCAR executable
to obtain sapccmsr.exe
(Windows) or sapccmsr (Unix).

system32 .cmd.exe
soft Windows

HP [Uersion 5.1.26801

{C>» Copyright 1985-2801 Microszoft Corp.

C:susprssapsprfeclogidir
Volume in drive C is L

ocal
Uolume Serial Mumber is BOF2-E124

Directory of C:owuspssapwprfclog

19 .12 2885
19 .12 2885
14 .87 .2885
i4.87.2885%

15:58
15:58
13:23
13:23
2 File<(s>
2 Dirds>

<DIR>
<DIR>

8.648.118
2.842.624

ccmagent_18-28080182 _.SAR

SAPCAR_3-20D008182 .exe
11.498.742 hytes

7.893.723.136 bhytes free

C:suspsgapsprfclog>SAPCAR_3-20800182 .exe —xvf ccmagent_18-20000182 .
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|8 csmeonf-Notepad =10l x]

File Edit Format Wiew Help
# Configuration file for SAP CCMS agent program sapccmsr _.:‘.j

9. The file CSMCONF, created in
step 2 before, contains all

information needed to register ¥ generated by mMSM oat 20051219 160208
the local CCMS agent on the !
CEN. Copy the start file EENEONELD

CSMCONF to the appropriate i CEN_SvSTREn

directory, depending on your

platform: CEM_ADMIN_USER
| CEMN_ADMIMN_R3MAME =M 5M
CEN_ADMIN_MSHOST=pwdf 2660, wdf. sap. corp

Windows: | CEM_ADMIN_LOADBALANCING=N -

P . CEN_ADMIN_ASHOST=PwWDFZ2793. s s

Create directory <System d i M .

Partition>\usr\sap\prfclog\sapcc | i[t CEM_ADMIN_LOADBALANCING=Y

. # CEMN_ADMIN_GROUP=PUEBLIC
msr and copy file csmconf from | " cen_apmIn_CLIENT=610
: : E CERN_ADMIN_USERID=BREITER

step 2 to this directory. CEN AR D AEE DR
CERMN_ADMIMN_LANG=EM

Unix: I CEN_ADMIN_TRAZE=0

Copy the file csmconf to location | :

{usr/sap/tmp/sapccmsr. Heen_catewar

CEN_GATEWAY_HOST=PwDF2793 . wdf.sap. corp
CEN_GATEWAY_SYSNR=10

|CEN_CSMREG_USER
+|  CEN_CSMREG_R3MAME=MS5M
CEN_CSMREG_MSHOST=pwdf 2660, wdf. sap. corp
CEN_CSMREG_LOADBALANCT MG=h
| CEM_CSMREG_ASHOST=PWDF2793.wdf.sap. corp
| CEN_CSMREG_SYSHR=10
¥ CEN_CSMREG_LOADBALANCING=Y

# CEN_CSMREG_GROUP=PUBLIC
| CEN_CSMREG_CLIENT=G10
| CEN_CSMREG_USERID=CSMREG
.| CEN_CSMREG_PASSWORD=
CEN_CSMREG_LANG=EN
CEMN_CSMREG_TRACE=0

C:susprssapsprfclog? sapcemsr.exe —help
10. You must still register the CCMS
agent with CEN and start it. Use

Welcome to sapccmsyr

. Uzage: sapccmsr —R [-f <{config file>] i-Ui —stop | —-status
the fo”own’]g procedures to do [ pf={complete path of agent profile 1-‘119) 11 -
thlS. sapccnsy —R [-f <config file>]

[ pf={complete path of agent profile file> 1
. Regizter CCHE agent at central system and start
Windows: NT service SAPCCMSR.<nr>

Start a command console for
directory Error! Hyperlink
reference not valid. and start
command sapccmsr.exe —R

sapcensr -l [ pF={complete path of agent profile file> 1
Stop CCHME agent and deregister NI service SAPCCMER.<n»>

sapcensyr —stop [ pf=<complete path of agent profile file> 1
Stop CCHMS agent

sapccmsr —status [ pf={complete path of agent profile file> 1
Show CCHE agent status

[V sapccnsy —U
LJan. Show GCHMS agent version

usr/sap/ccms/bin/sapccmsr —R e

£
o
cJ
£
£
£
£
£
o
cJ
£
£
£
£
o
o
£
£
£
£
£
o

C:susrssapsprfclog? sapcemsr.exe —R —f sapcemser/csmconf

This prepares the CCMS agent
directory for the next step -
registration to the CEN."

C:susrssapsprfclogr

! Explanation: The file csmconf contains the complete CEN technical information (logon, router, etc.)
that the CCMS agent needs to know during the registration to the CEN, but the passwords are not
included during the first call.

1. Therefore we recommend to call the —R registration together with the —f for the csmconf file
first.
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—

aﬁ\ﬁrfcloa) SaCCMEr .EXE —it

11 TO I’egISteI’ the CCMS agent |n : CCMS agent sap:cmsr working diri:ctory is C:susrssapsPRFCLOGNsapccmsyr
CEN W|th Command : CCHS agent sapcemsy config file iz CosuspssapS\PRFCLOGwzapccmsrscsmconf

: Central Monitoring=fustem F¢” [M5M1__<found in config file)>

sapccmsr.exe — and not using

the file CSMCONF is shown in additional CENTRAL em WInl 7 :n
: found ini file C:=w ap~FRFCLOGNsapccmspr sapcensr.ini.

the next steps.

: Checking Distributed Statistical Hecords Library dsrlib_d11

. : Distributed Statistical Records not configured, dsrlib.dll not found.
See the example in the

CCHMS version 28840229, 32 bhit,. multithreaded. Mon-Unicode

screenshot. compiled at  Jun 28 2085
systemid 568 (PC with Windows HNI>»
1‘31'“1] 64%} 11 200853, 0S8 8A9007

. . patch text patch collection 73, note

Most of the entries are defined patchno 78

S intno 20020600

in file csmconf, and only have to running on  P138842 Windows NT 5.1 2688 Service Pack 2 2x Intel 881586 <
pi

be accepted.
: Attached to Shared Memory Key 1088 (size 48141728>

: Connected to Monitoring Segment [CCHMS Monitoring Segment for P138B42. cre

Provide two users durlng S version 20840229, 32 hit multithreaded, compiled at Jun 28 2885, kernel 64808
. . . . rm 568 CPC with Windows NI)]1
registration. The first user is the segment status UARM_UP
.. . segment started at Mon Dec 1% 16:B6:16 2885
Administration user (by default segment version 20048229

the user that created csmconf).

The second user is user
CSMREG which was also - cor the 1 fo £ i o

. . . . ease enter e ogon 1nro OF an aamin user o e
defined in the CEN. This user is central monitoring system [MSMI.

reSponSible for RFC The user should have system administrator privileges
communication from the CCMS (o101
agent to the CEN. : [BREITER]
trace level a1
application serer [PUDF2793 .wdf .zap.corpl
Start type [auto] forces the system nunber (101
automatic start of the service Logon info Wk n/Lyl ? Ty

when the PC is started.

please enter passwirdefon TMENTH1A:BREITER]: s
Try to connect ...

i INFO: [M5M:61@:BREITER] ted to M5M. host PUDF2793.wdf .sap.corp, Syst Nr.
[Values] In braCketS are_ defaU|t INFO: M5M release is 64Bc?n2igrﬁel l1]-elease ]g‘lﬂ > Y ap-core yeten T
values that can be confirmed . . .
i Thiz program will act as registered RFC server lateron.
W|th the Return key Please enter the info for @ gateway Oir==anitoring system MSM
gateway info:

host: [PUDF2793 .wdf .zap.corpl
service: [zsapgwl@]

Gateway info ok n~slyl 7 Ty

.

s GOME agent sapccomsr: HrG client functionality sseses

This CCME agent program sapccmsr is able to actively report
alert data into the monitoring system [MSMI.

To enable this feature. you have to setup the user GCSMREG
in [M5M]1. (refer to SAF Online-help. search for ‘CSMREG')>.

Alternatively use any user in [I'15I‘1] that has at least authorization >.
to call per RFC function group
SALC. SALF. SALH. SALS. SHL _CACHE_RECEIVE. SCSI"IB]{ _DATA_OUT .
SCSMBK_RECONCILE, SCSM_CEN_TOOL_MAIN. SYST. RFC

After entering the RFC logon info for the user. the password
will be stored here on this machine in a Secure Storage.

[6181]
[CEMREG]
lariguage [EN]1
tiace level [al
application server [PUDF2793 .wdf .sap.corpl
syztem number [181

Logon info ok n-slyl ?

2. The result may be that the user CSMREG is locked in the CEN due to the usage of wrong
passwords (RFC error in sapccmsr.log). Log on to CEN and unlock user CSMREG with
transaction SUOL.

3. Then we recommend to call the —R registration command without the —f. The existing

csmconf is automatically used and the parameters can just be confirmed together with the
passwords to be entered.
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please enter passvord for [MS5M:61B:CEMREG]: sexsex
I‘Ry to connect ...

INFO: [MS5M:618:CSMREG] connected to M5M. host PUDF2793.wdf.sap.corp. Systd
INFQ: M5M release iz 648 . C(kernel release 648 >, CCMS version 28848229

INFO: RFC logon info for [M5M:61B:CSMREG] can be updated at any time with

sapccmsr —R {params>

Updated saprfc.ini in agent work directory C:susrssapnPRFCLOG-zapcc

Connected to M5M, CCMS wversion in ABAP: 2004822%
successfully registered at MSM

trying to register service SAPCCHER.9% at Wilwlows Service Control M4

starttype of service: manual/[auto] =
DomainNamesUserMame (or [{LocalSystem account>] :
Windows Service already exists and will he updated.
Checking shared memory.status of sapccmse

Service SAPCCMER.9%7 successiwllu stopped
trying to start Windows service SAPCCHMSR.99 ...
Windows service SAPCCMSR.?? has been started.
INFO: The following service is registered and started:
SAPCCHMSR. 29 Ccommand ["C:susp~zapsprfclogssapccmer.exe' —Servicel
INFO: Updated config file G:susessapSPRFCLOGNsapccmsrscsmconf .
EXITING with code 8

C:susrssapsprfclog

12. The CCMS agent is displayed in
the Windows Services list.
Stop the service (default name:
SAPCCMSR.99) for the ongoing
configuration procedure.

T

File Action View Help

o [@ERBI@ > = 1w

o S o

SAPCCMSR.99 Name Description | Status Startup Type | Log On &s |
Syremovable Storage Manual Local System
Hart the service Sy Rescue_iccount Started  Automabic Local System
SyRouting and Remot....  Offers rout, Disabled Local System
! Sy SAPCCMSR. 99 Automatic Local System
L By =aposCol Manual Local System
%EN‘S‘-‘!D 95 Automatic SAP_ALLY.
By SAPSMD_56 Marual SAP_ALLY, |
Spsapsmo_s7 Marual SAP_ALLY,
o SAPSMD_58 Manual SAP_ALLY,
Secondary Logon Ensbles st... Sarted  Automstic Local System
o Security Accounts ... Stores sec...  Started Austomakic Local System lJ

Y Extended A Standard /
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3.2  Plug-in the MDM_CCMS Shared Library to CCMS

This manual step can be skipped if you use the MDM 7.1 SP2 SAPInst installer option to set up the
CCMS integration.

Before starting the CCMS agent and using it for the MDM Server heartbeat, you need to install and
configure the MDM-specific plug-in mdm_ccms.dll (or mdm_ccms.a/ so/ sl / .a on different UNIX
platforms) that implements the physical communication between the CCMS agent and the MDM
Server.

For MDM 7.1 on WING64 platform the MDM plug-in mdm_ccms.dll is delivered with the MDM servers in
the following directory: [<System partition>]:\usn\sap\<SID>\MDS<Instance_Nr>/exe. If you do not
install the MDM Server but install one of the other servers such as the Import Server or the
Syndication Server instead, the plug-in files are also delivered with these servers in their exe folder.
The file must later be copied to the sapccmsr folder (as outlined in step 1) <System
partition>\usr\sap\prfclog\sapccmsr.

For MDM 7.1 on UNIX platforms the MDM plug-in mdm_ccms.a/ .so / .sl is delivered in an extra
package in “Server Installation\Installation_Content”, for example MDM_CCMS_LINUX_|A64. The
delivery then contains a ccms.sar file that can be extracted using the same SAPCAR executable used
for the CCMSAgent uncompress. Take the plug-in and copy it to the correct target folder
/usr/sap/tmp/sapccmsr.

3.2.1 Configure CCMS Agent for MDM Plug-In

The CCMS agent is controlled by configuration file sapccmsr.ini. Perform the following activities in this
file:

HH Name = See | T
1. Copy the OS specific MDM plug- | |7 = ~ T e | e
in file mdm_ccms.xxxx 5 & MyAcakcatons ;xmpgu LKB EINFis
. o = =) csmeconf 2KB File
to the target location. S tOsoRd ) dev. st i Ther
= jF“.averlE _g:w_mnccmsr e 11KB File I
. =i dev_sapocmsr .ol 36 KB OLD File
MDM central executable local: Iy e 2 cosave b 1D BINFie
If the central executable location 2 sappcad . s v B ospmahimsdons
K ) % ) SQLEKSP4 ¥ mdm_ccms. ini Configur ation Settings
of your MDM installation —~ Hpassnd 14 Fie
(lust/sap/<SID>/syslexe) is 2z i i et
=l e sap 2
stored locally on your MDM 5 € prcog fl eapcane, by okl BID OLOThe
G A sapcppd6.dil T72¥B  Applcation Extension
host, we recommend to put the e $ssprfcini 1KB Configuration Settings
Plug-In to this folder. 3 sspccms B S MR Saie

MDM central exe folder not
local:

Otherwise we recommend to put
it to a local MDM server instance
executable folder (for example
/usr/sap/<SID>/MDS<nr>/exe).

Open file sapccmsr.ini for
editing. The file is located in

Windows:
Error! Hyperlink reference not
valid.

Unix:
usr/sap/tmp/sapccmsr
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Add MDM plug-in mdm_ccms.dll
or mdm_ccms.so/ .sl/ .ato the
plug-in line.

Add the following line to the
sapccmsr.ini:

For example Windows:

Plugln <System
partition>:\usr\sap\<SID>\SY S\exe\
mdm_ccms.dll

For example Unix:

Plugin
/usr/sap<SID>/MDS<nr>/exe/mdm_
ccms.so (.sl, .o or .a)

If you want to trace the
integration you can add optional
a TRACE string after the
Plugln command.

| @ sapcemsr.ini - Notepad E
|[Fie Eat Pormat view Hep

### Configuration file for CCMS agents SAPCCMSR, SAPCM3X and SAPCCMAX

#HEE

### Format of entries for plugins:
1# PlugIn <full path of shared library to Toad> [TRACE]|

PlugIn C:\usr\sap\prfclog\sapccmsrimdm_ccms.d1]

#iH

|###

### Format of entries for logfile monitoring:
ZL#Logr—ﬂe <full path of 'Iog#-i'le template=

l##2

### Format of entries for the option to delete trees if no corresponding logfile exists:
### This Parameter is optional, if not specified the tree still remains

# LogFileParam DelTree

LE

###

### Format of entries for mechanism to filter out SAPOSCOL values:
I# 0sColFile <full path of oscolfile template=

#

| B g

Restart the CCMS agent.

Windows:

Go to Service Manager
“Services” and restart the CCMS
agent

Go to the location where the
sapccmsr is installed and
perform the following
commands:

Jsapccmsr —stop
Jsapccmsr -DCCMS

Note: When you plan to upgrade
the MDM installation please stop
the CCMS agent before and
restart it after the upgrade has
bee done.

= Services

Fle Action  View Hebp
«= B FHE @

Services (Local)

oalom

SAPCCMSR.99 Name ¢ Descri Status Startup T Log On As -
aRemovable Storage Manual Local System
:?ﬁ;?:—:e“’ﬁe nResoue_Account Started  Automatic Local System
Resgtart the sarvice ‘ihﬁmmg anad Remot... Offers rout... Disabled Local System
Sy SAPCCMER. 99 Started  Automatic Local System
i 5aposCol Marual Local System
By sarsvp_9s Automatic SAP_ALLY...
S 5aPsMD_96 Manual SAP_ALLY...
o 54PSMD_9T Manual SAP_ALLY...

After successful registration, the
plug-in needs no further user
interaction. The settings are
stored in file csmconf, while the
passwords are stored
(encrypted) in file passwd.

The CCMS agent loads the DLL with the next startup.
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3.2.2

Properties of MDM_CCMS.INI

MDM does not deliver the mdm_ccms.ini file any longer. The former settings are no longer needed. In
the following situation, it is mandatory to add a text file mdm_ccms.ini to the folder

[<System Partition>]:\usr\sap\prfclog\sapccmsr:

If one of the MDM Servers is not installed on the host or if you have configured not to monitor
it, you might get RED Alerts in CCMS for the non-existing MDM servers or crashes. In this
case, you should disable the CCMS data sending in the corresponding .ini file for the relevant
MDM servers (MDIS, MDS, MDSS, MDLS) by adding the line <MDM_SERVER> DISABLED,

for example, MDSS DISABLED.

Another interesting parameter is METRICS_PERIOD, where you can control how often the MDM

performance metrics are sent to the CEN.

HEARTBEAT_DELAY defines in X*10 seconds, how often the MDM servers are polled (for example 2

means each 20 seconds there is a heartbeat poll).

/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**
/**

Ini file of the MDM Plug-In to the CCMS Agent
Only change the default values if necessary.

The default values are:

HOSTNAME = localhost
HEARTBEAT DELAY = 2
METRICS_PERIOD = 180

// this machine
// delay times 10 seconds
// around 3 minutes

All server types will be monitored by default. To switch
off monitoring of uninstalled server types add some of the

following lines:

MDS DISABLED
MDIS DISABLED
MDSS DISABLED
MDLS DISABLED

Example for a valid ini file

// stop MDS monitoring
// stop MDIS monitoring
// stop MDIS monitoring
// stop MDIS monitoring

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

No Layout Server and Syndication Server are installed, collection period set down to 2 minutes

MDLS DISABLED
MDSS DISABLED
METRICS_PERIOD = 120

3.2.3

Modes for Loading the MDM Plug-In Into the CCMS Agent

You can load the MDM plug-in with trace mode. To do so, add the word TRACE at the end of the
following line in file sapccmsr.ini:

TRACE Mode

Plug-in C:\usr\sap\prfclog\sapccmsimdm_ccms.dll TRACE.

Detailed information about MDM plug-in execution is written to sapccmsr.log the next time the

CCMS agent is started.

No Trace Mode
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Trace mode is not activated if you do not change the line in file sapccmsr.ini:

Plug-in C:\usr\sap\prfclog\sapccmsriimdm_ccms.dll

For example, the following is written to file sapccmsr.log:

INFO: Plug-In: trying to load Dynamic Library C:\usr\sap\prfclog\sapccmsr
\mdm_ccms.dll, (version 7100.0.11.60626), trace level O...

INFO: Plug-In: Dynamic Library C:\usr\sap\prfclog\sapccmsrimdm_ccms.dll successfully
loaded. Initializing...

INFO: Plug-In: Dynamic Library C:\usr\sap\prfclog\sapccmsr \mdm_ccms.dll
successfully initialized.
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3.3
Monitoring

How to Check CCMS Registration and Correct Functioning of MDM Availability

To check if the CCMS agent was installed successfully:

Log on to CEN and start
transaction RZ21 to check if the
remote CCMS agent is
registered.

In area Topology, select Agents
for Local System and choose
Display Overview.

Column Destination of tab
CCMS Agents contains the local
CCMS agent. For example, if
your PC is named P130842, you
should see:
SAPCCMSR.P130842.99.

If not, go to your remote system
and check the log file of the
CCMS installation for errors
during registration:

UNIX:
/usr/sap/tmp/sapccmsr/sapccms
r.log (or dev_sapccmsr)

Windows:
Error! Hyperlink reference not N
valid \sapccmsr\sapccmsr.log
(or dev_sapccmsr)

\\ O Caontext Ovetvie

=
I Froperties  Edit Goto Methods Technical infrastructure System  Help

@ 3

JEHIGCER SEE B0 aIEES

Monitoring: Properties and Methods

Properties

® Properties assigned to MTE classes

O Propeties assigned to Custamizing graups
O MTE-specific properties

O Properties variants

A

Methods,
@ Methi:é definitions

O Method release
O methods assigned to MTE clagses
O Methods assigned to specific MTES

2

Display overvisw

Display owvenyiegw |

Topalagy
O Gystem O @ Apents for Local System
O Segment (O Agents for Remaote Systems

) Agents for 3% Bystems

A Display Overdew |

= Bf= )
Topology Edit Goto  Systern Help

& B AHCER BHE SDL8 FEE@m
Monitoring: Display Technical Topology
=]
5 M5 A& 20122005 (B 08:53:03
Manitored, Remote SAP Systems i Local Segments (&) i Local Contexts %
Agents for Remote SAP Systems i Agents for SAP RI3 3 Systems
EIERE R E R EEEEE R IE
Agent for SAP System M5M
Destination |Segmem MName |Cumm Status |R95pun5\b\e Server Changed By Date changr
SAPCCMER.LAXDO041 29504 SAP_CCMS_LAXDO0412350A SHUTDOWN | pwdf2660_MSM_10 SAPMEEYE 20122005
SAPCCMER.P120842.89 SAP_CCMS_P130842 SHUTDOWN | pwdf2660_MSM_10 BREITER 20122005
SAPCCMSR.P133392.89 SAP_CCMS_P133392 SHUTDOWN | pwdf2660_MSM_10 SAPMSSYE 19122005
[+]
=]
I [ mam 1y 610 B | pwarzsen [ins | 7
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2. Check that the MDM monitor
works correctly in transaction
RZ20 in CEN.

The MDM templates are not yet
installed, but you should see the
MDM Server monitor in the set
of standard CCMS monitors.
Start transaction RZ20. Allow
the CCMS system at least 5
minutes for the first data
collection and display in the
CEN.

Select SAP CCMS Technical
Expert Monitors.
Select All Monitoring Contexts.

You see new subtrees for your
remote system.

In the example, the subtrees are
- Files_of _P130842

- MDM_SERVER_P130842

- Monilnfra_P130842

- P130842

= =)= s
Maonitor Edit Goto  Ewxtras  Systern  Help

(v B aH e DRE B0o8 HEl @m

CCMS Monitor Sets - Maintenance functions OFF

CCMS monitor sets ( See also http://service.sap.com/monitoring)

8 SAP APO Monitor

B SAP BYW Monitors

LB SAP Business Workflow
[—C8 SAP CCMS Monitor Templates
o=
o

SAP CCMS Monitors for Optional Components
SAP CCMS Technical Expert Monitors

A11 Contexts on Local Application Server

811 Monitoring E%;exts

CCMS Selfmonitor

[(——BGRHG Sel1fmonitoring

Method Dispatching

Remote Application Server Status

Selfmonitoring CCHS Agents

Selfmonitoring CCHS Rgents: Wersions

System ! A11 Monitoring Segments ¢ 811 Monitoring Contexts

[ SAP CGMS Technical Operations Templates
—C8 SAP CLCMS Web Admin Monitor Templates

[—C8 SAP CRM Monitor Templates

(8 SAP J2EE Monitor Templates

[—C8 SAP MDM Monitor Templates - MSM original
—8 SAP Mobile Infrastructure Monitor Templates

0] 0]

LRI

By

[ I [ wsnt (13 610 P8l | pwelrzeen [INs [

N

= == E3)
Maonitor Edit Goto Views Exras System Help

(v HOH Cee SRR D00 HE @M

SAP CCMS Technical Expert Monitors ( All Monitoring Contexts ) - Maint

@‘louena\enslll’mpemeﬂ@

VYiew: Current system status ( 20.12.2005 , B9:27:44 )

Gl Mode display off
[]A11 Monitoring Contexts @

% [JCommand Schedule of P130842
——1[1Files_nf_P130842

|—ca []MDM_SERVER_P130842

—= [[MoniInfra_P13A842
P130842

ALE/EDI MEM({OBE) Log.sys

ALE/EDI MEM(0B2) Log.sys MSMCLNTOO2
ALE/EDI MEM(OB5) Log.sys MEMCLNTOOS
ALE/EDI MGM(1808) Log.sys MEMCLNTIOB
ALE/EDI MGM(185) Log.sys MEMCLNT10S
ALE/EDI MBM(G108) Log.sys MEMCLNTG18
Dialog_PYDF2793_MSM_10
MoniInfra_PWDF2793 MGM_ 1@
PUDF2793_M5H_18

S0P Change & Transport System
fwailability

Background

CCMS database self-monitoring
CCOME_Selfmonitoring

I\I\I\II\IIJil
BEERBEEEEEBE

IDOO0O00O000000000

[ 1]
BEE

K10

3. You can now check if your MDM
Server is available by opening
sub-tree
MDM_SERVER_P130842.

This is the tree that the MDM
plug-in delivers to the CCMS.

Path P130842 also shows that
the SAPOSCOL is not yet
running.

[J#11 Monitoring Contexts @

{—ea []Conmand Schedule of P130842
—LFiles_of_P130842
—= [] HOM_SERVER_P130842

a []Perfornance Overview
& [ Availability Overview
Clavail. Attr. - Server: P130842 &

[ pescription Availability Overview

[status Inactive since 20.12.2085, 89:26:53. Last test: 20.12.2085, 09:49:43, Yellow 20.12.2005 ,
Loy inactive , Yellow 20.12.2005

[JHeartbeat  JZ 0 sec , Breen 20.12.2005 , 09:49:43

Cltvailability &0 3 , Red 28.12.2885 , B9:48:20

—t [JHoni Infra_P130242
— []p13eg42

& [] Operatingsysten

[1Filesystens

@ []oPU &

&= []Paging o

@ []connit_Charge o

&= []0s_Collector o

[l5tate TF The 05 collector (saposcol) is not running, Red 26.12.2085 , 09:45:50
[JLan
@ [Honitored Processes
@ [JNetwork

09:49:43
09:49:42

The CCMS delivers standardized sets of monitors. SAP CCMS Technical Expert Monitors contain
new subtrees that belong to your monitored system.

e MDM_SERVER_<hostname>

contains the heartbeat and availability monitoring of the MDM Server running on your remote
system. For a detailed description of the MDM Server monitor, see How To Operate the MDM

Monitoring Environment.
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e Files _of <hostname>
contains the results of LogMon monitoring. This is discussed in a subsequent chapter.

e Monilnfra_<hostname>
contains CCMS internal monitoring (not MDM-specific).

e <hostname>
checks the operating system of the monitored system. This is discussed later with ProcMon
monitoring. In the current status you see that the SAP Operating System Collector SAPOSCOL
is not yet working because it is not yet installed.

As discussed in the previous chapter, the MDM Server monitor is embedded in standard CCMS
monitors.

Customers often create their own sets of monitors to combine the monitors they want to access. SAP
NetWeaver MDM supports this with an MDM-specific template for monitoring MDM servers and the
MDM ABAP API. See chapter 5 of this guide for information about installing the MDM template.

MDM Server Heartbeat Monitor: System Uptime: Shows how long the MDM Server is up and running
in seconds.
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4 Install Additional Tools on the Monitored System

Step 3

The SAP OS collector SAPOSCOL delivers operating system-specific data to the CEN via
the CCMS agent. This includes CPU and memory consumption as well as ProcMon
monitoring for monitoring single processes running or not running on the PC.

With MDM 7.1 the SAPOSCOL is installed by the MDM SAPInst installer together with the
SAP Instance Framework.

Step 4

[Optional] Configuration of ProcMon monitoring to retrieve availability information about
different running executables on the monitored system.

Step 5

[Optional] Configuration of LogMon monitoring, allowing you to check log files on the
monitored system.

Once you have performed the installation steps described in chapter 3, MDM Server Availability and
Heartbeat monitoring is available in the CEN. This chapter describes the installation steps to

¢ Monitor the MDM log files in the CEN (LogMon)

e Monitor the processes running on the machine that hosts the MDM Server installation
(ProcMon)

For a detailed description of LogMon and ProcMon monitoring, see How To Operate the MDM
Monitoring Environment and the SAP CCMS standard documentation about PROCMON and
LOGMON monitoring (see 6.1 Standard Monitoring Documentation):

CCMS Agents: Features, Installation and Usage
Central Performance History of the Monitoring Architecture

e Predefined Auto-Reaction Methods of the Alert Monitor
e SAPOSCOL: Properties, Installation and Operation

LogMon monitoring is provided by the CCMS agent and is based on configuration files, while
ProcMon monitoring is based on an additional executable: SAPOSCOL.
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4.1

SAPOSCOL

SAPOSCOL is a data collector for all operating system data on the machine on which the MDM
Server is installed. It can be used to monitor specific processes on the MDM PC, such as mds.exe.
More information about SAPOSCOL: SAP Note 548699.

MDM 7.1

MDM 7.1 uses the SAP Instance Framework, where the SAPOSCOL is an integrated part. In this
case there is nothing to be done in this step.
To check if SAPOSCOL is running, just check for the SAPOSCOL process on your OS.

MDM 5.5 only

Follow these steps only for MDM releases lower MDM 7.1.

1. Download SAPOSCOL from Download the SAPOSCOL installation file following the path defined in
SAP Service Marketplace as the SAP NetWeaver Monitoring Setup Guide (for example Monitoring
described in chapter 3.1. Setup Guide for SAP NETWEAVER 7.0 EHP1, SPSO00, see the SDN
Download the SAPOSCOL operations page:
installer file to your local https://www.sdn.sap.com/irj/sdn/operations ->-> Setting
monitoring directory up your Monitoring = Monitoring Setup Guide). See chapter 4.8.1
\usn\sap\prfclog. Installing SAPCCMSR and SAPOSCOL.

If you use ftp, make sure that Currently, the installation package can be found under the same link

transfer mode is set to binary. as the SAPCCMSR package and the SAPCAR executable (the
example is valid for 32-bit Windows operating system):
http://service.sap.com/swdc - Download - Support Packages and
Patches - Entry by Application Group > SAP NetWeaver - SAP
NETWEAVER > SAP NETWEAVER 04 - Entry by Component >
Application Server ABAP - SAP KERNEL 6.40 32-BIT > Windows
Server on |A32 32bit > #Database independent > saposcol_38-
20000182.SAR.
You can find the CCMS agent for other platforms at the platform-
specific locations.

2. On SAP Service Marketplace, You can find the SAPCAR executable at the same location as the
use SAPCAR to uncompress the | sApcCMSR agent, for example SAPCAR_3-20000182.exe.
files. Make sure that the
SAPCAR file on your Windows
Server has extension .exe.

S WINDOWSY system32 cmd.exe §
3. Uncompress the SAPOSCOL Nsap<prfclog>SAPCAR_3-20P00182 exe —xuf saposcol_38-20000182.SAR

installer with SAPCAR as
described in chapter 3.1.

The SAPOSCOL executable
SAPOSCOL.EXE is created in
your directory.

Gz
SAPC

: processing archive saposcol_38-20008182.5AR
x sapntchk.exe

x saposcol.exe

SAPCAR: 2 filed(s)> extracted

C:susprssapsprfclogr
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4. Service registration:
Start saposcol.exe as a service
on the Windows system (SAP
Note 436186 / 6180532)

4.2 ProcMon Enabling

Together with the SAP CCMS agent, SAPOSCOL provides ProcMon monitoring. This allows you to
check if specific processes such as the Data Manager (Data Manager.exe) or the MDM Console
(Console.exe) are running on the monitored host.

ProcMon monitoring is displayed in the CEN and provides the following information for a defined
process:

e Process Count
Number of processes running in parallel (such as two Data Manager applications running in
parallel)

e CPU
CPU usage consumed by this process

e Resident Size
Resident memory consumption of the process

e VM Size
Memory consumption of the virtual memory

To add ProcMon monitoring, you need to create a file with a specific nomenclature
(SAPWP_promon.ini at the end). The content is defined as in the following example (for example for
mds).

In one line you define the
e Process name (you can use wildcards)
e User who is running the process (optional, in which case processes for all users are selected)
¢ MTE_NAME used to deploy the monitor to the CEN monitoring tree
e MTE_CLASS used to display this monitor in your set of monitors based on a rule

The configuration file located in directory Error! Hyperlink reference not valid.\procmon (or
lusr/sap/tmp/procmon on UNIX) is automatically deployed by SAPOSCOL and the data is provided to
the CEN via the CCMS agent.

For details about the ProcMon function, see SAPOSCOL: Properties, Installation, and Operation (see
7 Appendix in this document).

ProcMon monitoring is included in the standard MDM monitor template. The example stated above is
provided with SAP Note 1272117 (MDM 7.1 ITSAM: Procmon Monitoring MDM).

2 SAP Note 618053 describes the location where to get the NT registration utility ntscmgr.exe from.
SAP Note 436186 describes the command how to organize that the saposcol.exe is registered as a
Windows Service (x is the Windows partition where you have installed the \usr\sap path):
X:\usnsap\prfclog> ntscmgr.exe install SAPOsCol —b x:\usn\sap\prfclog\saposcol.exe —p service
Goto Windows Services and set the start type of the service saposcol to Automatic.

Page 22



Using SAP Note 1272117,
download the MDM ProcMon
initialization template
SAPWP_MDM71_WIN_procmo
n.zip or
SAPWP_MDM71_UX_procmon

.Zip.

Unzip the zip file and store its
content SAPWP_procmon.ini
file in the following directory:

Windows:
Error! Hyperlink reference
not valid.\procmon

Unix:
/usr/sap/tmp/procmon (see
SAP note 451166

% procmon

Fle Edt View Favorites Took Help
Q-0 - 7 X ¥ - F S
=B

Address |J Cilusrisapiprfclogiprocmon
See | Type

Search Folders

Flders x| Name =~ |

=10]x|

Ir

em-|

| Date ModFied

| WL¥saPWP_procmon. ZIP

= i) usr
9 SAPWP_procmaon,ini

= 53p
DS = |2 pridog
) grmg
) logmaon
J jprocmaon
=l L) sapCcmmsr
) CmdLogs
= 1L sap.ori
# ) ccms
) GOS_logs
C2) NWD4_SPIS
L) NWO4S_SPS6
) prfdog
) grmg
—J logmon

) procmon =
e 21

I E E

1KB Compressed (Zppe...
1 KB Configuration Settings  23.11,2005 12:31

20.12,2005 11:11

You do not need to restart the
CCMS agent; the executables
defined in file
SAPWP_procmon.ini are
displayed in the CEN monitor
subtree in RZ20 as soon as
SAPOSCOL is running.

The process monitor is displayed in
the path:
MDM Server Monitoring
MDM Server Operating System
<Host>\Operating System
Monitored Processes

The process monitor is also

displayed in the path:

MDM Host Processes
MDM Server Processes

Aktuwueller Zustand{07.11.2008 , 23:681:53 )
" MDM Server Monitoring @
—@ [ MDM Server Heartheat @
= [ MDM Server Operating System @
0 [ SMB\pwdT3124%\ .. \OperatinoSystemy. . .
8 [ SMBA\usaiismbh_SMB_00Y. . \OperatinoSystem’ . ..
8 [ SMBA\uscismb_SME_GOY .. \DperatingSystem'. ..
= [ SMB\wdfdOE183718a% . . \OperatingSystem . ..
= [ Filesystens
@ [ cpu et
G [ Memory o
8 [ Paging =
—ta [ Conmit_Charge ==
—ta [ 05_Collectar o
—ta [ Lan
—— Disks
—E&= [ Monitored Processes
—Ca [ Process Configuration &%
—@ [ MDM_Data_Manager a2
—Ca [ MDM_Console a2
B [ F36_30_dispatcher =
—Ca [ F36_30_server o=
e [ Fa6_30_sdn =
—@ [ MDM_Image_Manager a2
—Ca [ MDM_Import_Manager =
—CE [ MDM_Syndicator =
= [ MDM_Server =
" <31l users=: Process Count B 1 , grin B7.11.2008 |
" <all users=: CPU &0y , grin B7.11.2008 |
<all users:: Resident Size &F 18120 KB, grin 07 .11.2008 ,
" =311 users=: WM Size £F 13332 KB, ogrin A7.11.2008
—@ [ MDM_ImportServer a2
—Ca [ MDM_SyndicationServer S¥
—@ [ MDM_LayoutServer o
—ca [ Network

23:04:05
23:04:05
23:04:0%
23:04:05
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Aktueller

Zustand(07.11.2008 , 23:01:53 )

[ MDM Server Monitoring @

08 [ MDH Serwer Heartheat ]
G [ MDM Serwver Operating System =]
8 [ MM Logfile Monitoring 2
ca [ MDM Configuration File Monitoring &
= [ MDM Host Processes

3 [ MDM Serwver Processes (0SCOL) @

grin 07.11.2008 | 23:00:17
grin 07.11.2008 | 23:00:17
orin 07.11.2008 | 23:00:17
grin 07.11.2008 | 23:00:17

&8

4

—= [ SMBhwdfdoE183718a% . AMDM_InportServer =
—=all users>: Process Count B&F 1 ,
~_=all users=: CPU B0 s \
=<aH users>: Resident Size &F 9984 KB,
~<all usersx: WM Size B 7740 KB,

&8 [ SMBAwdfdAO183718a) \MDM_LayoutServer

—@a |; SMBAWATdBE183718a) . . \MDM_Server

L8 [ SHBA\wdfdDO183718a\. . \MDM_SyndicationServer 4

—=

<all users=:
<all userss:
=all users>:

—& [ SMBYwdfdaO183718a%

__MDM Dialogue Processes (DSCOLY @

WMOM_Console =

Process Count B&F 1
CRU

., orin 87.11.2003

23:08:17

Regident Size B&F 1976 KB, grin 07.11.2009 | 23:00:17

=all users=. ¥M Gize B 4776 KB, orin @7.11.2008 . 23:00:17
—ca I; SME4wdTd0O183718a% .. \HMDM_Data_Manager  &F
e [ SMBAwdTdAA183718a% \MDM_Imane_Manager ,f,ﬁ
—= I; SMBYwdTdBE1S3718a% . . \MDM_Inport_Manager
“—a | SMBhwdfdd0183718a% . . WMDM_Syndicator o

3. The screen shows the process
monitor embedded in the MDM
monitoring template.

=

@

BEE

Monitor Edit Goto Views Extras System Help

"I H @ DHE DDOD @

SAP Netweaver MDM Monitor Templates ( MDM Server Monitoring ) -

@@[ Open alerts |[ Properties ]E”E@@

Wiew: Current system status

(20.12.2005 , 11:17:53 )

[Inon server Monitoring @

— [ ]MSM\P130842%

—@ []MOM Server Heartbeat (]
— [ InDM Server Operating System [ %]

\OperatingSystem'

oD

+— [Filesystens
—a CJceu

+—8a [ |Paging

—8 [ |Commit_Charge
—m []05_Collector
—m@ [JLan

—&= [ MOM_Server

@ []Layout_Server
@ []bata_Wanager
[InoM_console

— [] Import_Server

—@ [|MDM_Publisher

'—m [ Network

— [JMonitored Processes

[J<all users>:
[J<all users>:
[J<all users>:
[J<a1 users>:

[J<all users=:
{]<all userss:
[J<all users>:
[1=all users=:

—m@ [JProcess Configuration & [k

]

o,

CPU Bos

VM S5ize BF 26088 KB, Green 20.12.2005 ,
da

Process Count &1 , Green 20.12.2005 ,

CPU &ox , Green 20.12.2005 ,

¥M Size &

—a []Syndication_Server %
a

Process Count 5§ 1 , Breen 20.12.2005 ,
, Breen 20.12.2005 ,
Resident Size B&f 30512 KB, 6Green 20.12.2005 ,

Resident Size J&F 4224 KB, Green 20.12.2005 |
7552 KB, Green 20,12.2005 ,

11:17:51
11:17:51
111751
11:17.61

111051
114751
11475
11315

J«][]
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4.3 LogMon Enabling

The CCMS agent allows you to monitor a local application’s log files and configuration files.

The log files can have any format, but if you want to use embedded functions such as pattern
matching and alert management when specific patterns appear in a log file, the log files should be in
the standard LogViewer format.

With MDM 7.1 the log format has changed from the proprietary MDM 5.5 xml log file format to a
spreadsheet based CSV (Comma Separated Values) format that is used for all MDM server logs.

With MDM 7.1 for all MDM server log files the SAP standard LogViewer file format is available (can be
switched on in the server specific .ini configuration file). MDM provides the following formats of MDM
server log files:

e CSV Format (*.csv)
CSV log files are available in the MDM Console.
e LV Format (*.trc, SAP LogViewer format)

LV format files can be displayed with the SAP MMC (Management Console) and can be used
from End2End evaluation tools like the SMD Workload analysis.

There is also a need to check the log files from a central access point. For a small subset of MDM log
files the CCMS can be the central access point when the LogMon functionality of CCMS agent is
used.

To add LogMon monitoring, you need to create configuration files with a specific nomenclature
(logmon.ini at the end). This is explained in detail in document CCMS Agents: Features, Installation
and Usage (see 7 Appendix).

LogMon monitoring is included in the MDM monitoring template. With the MDM LV files the pattern
matching capabilities of the LogMon functionality can be used much better than for MDM 5.5. With
LogMon it is possible to display the LV files and the CSV files in CCMS.

The LogMon configuration files include field MTE_CLASS, which divides log file monitoring into two
subtrees in the MDM monitoring templates:

¢ MDMLogmon stores it in the path MDM Log file Monitoring
¢ MDMConfmon stores it in the path MDM Configuration File Monitoring

For more information about SAPOSCOL, see SAP Note 535199 CCMS Agents: Monitoring Log Files.

Some examples of more complex LogMon configuration files are shown below. They show how to
search for templates (PATTERN) and permit you to extract values for specific tags from the log file
(APPL_INFO).

To adapt a Logmon.ini file for a host, make sure that the following parameters are unique for each
host:

e MONITOR_CONTEXT
e PREFIX

Also make sure that the path in DIRECTORY contains the installation path of your MDM 7.1 Server
(/usr/sap/<MDM SID>/MDS<nr>/log). Set MTE_CLASS to MDMLogmon to define this file as a log file
for the MDM monitoring template. Define MTE_CLASS as MDMConfmon to specify that this file is an
MDM configuration file.

Example 1 - MDMServerLogmon.ini
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This file is checking for MDM CSV files for the installed Master Data Server (for example Instance

MDSO01 of SID X76):

& MDMServerLogmon.ini - Notepad

=/ o/es

File Edit Format Wiew Help

LOGFILE_TEMFLATE
DIRECTORY="C:Nusri\sap xr6 \MDs01%Tog"
FILEMAME="". cswv"

MTE_CLASS="MDMLogman"
MOMITOR_MNEWEST_FILES=10
IGNORE_CASE=1
MONITOR_FILESIZE_KE=1000
PREFIX="WDFDQO183718s_"
MONITOR_LAST_FILE_MODIF=1
SHOWNEWLINES=1

PATTERNM_O="Stopping Repositoly"
walLUE_O=RED

MESSAGE_TID_0O="ZMER 152"
SEVERITY_0=200

PATTERN_1="MDM Shutting Down"
WAl UE_1=RED
MESSAGE_TD_1="ZMER 153"
SEVERITY_1=100

FATTERN_Z="0LEDE error"
waLUE_Z=RED
MESSAGE_TD_Z?="ZMBR 154"
SEVERITY _Z2=20Q0

APPL_INFO_0="<Servepr="
APPL_INFO_MTE_MNAME_O="MDE wersion "

APPL_TINFO_1="host="
APPL_INFO_MTE_NAME_1="Host from log file:"

APPL_INFO_Z="Load complete"
APPL_TINFO_3="Starting Repository:"
APPL_TINFO_MTE_NAME_3="Repository started:"

APPL_TINFO_4="Init Database Tag:"
APPL_TIWNFO_MTE_MAME_4="Database initialised:"

APPL_INFO_5="<Build>"
APPL_TINFO_MTE_NAME_5="Build nNo."

MONITOR_CONTEXT="ME_MDMServer_LogfileMonitoring"

APPL_INFO_MTE_NAME_Z?="Repositoy Load complete:”

This is the result of LogMon running on a typical MDM Server CSV file.
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—a MM Host Processes

—ca [ MDM Serwver Operating System ]
= MOM Logfile Monitoring @
e [ SMEBAME LY MDMSerwver LogfileMonitoring'. . \WOFDOA1SHDS LYLogBRUROS1A30E110836 tro &2
e [ SMEBAME_LY_MDMSerwver_LogfileMonitoring'. . \WOFDOA1SHDS_LYLogBRUROS11058111227 tre S
Ca [ SMBAMB_LY_MDMServer_LogfileMonitoring'. .. \WDFDEO18MDS_LYTraceRRUROS!107E230039 . trc o3
(E3] SHESME_MDMServer_LogTileMonitoring'. .. YWDOFDOO1SMDS_Audit@EUEEE]I 0300111150, csy 4
(Eal SHEYHE_MDMServer_LogfileMonitoring'. .. AWOFDOO18HDS_Audit@EUEOE1 1012110554 . csy o
= SHEYHE_MDMServer_LogfileMonitoringh. .. \WDFDOGO1EHDS_LogREURES]103@ETO749 . cav =
—_ Complete Name Cohusrhsapt XFEYHDS01 Y Tog \HDS_LogRRUEOST1D3RAOTA749 cav
—  INFO[MDE wersion ]
1 INFO[Repositoy Load complete:]
— INFO[Repository started:]
—— INFO[Build MNo.]
—_ Monitored Patterns Stopping Repository | HDOM Shutting Down | OLEDE erraor
—_ Lines found for pattern 5025 2008-11-07T23:06:23.703, 5304 24, " ErrorRecord-=HResult/NativeErr: Ox80004
—— Data Collection Check Datensammlung fir Protokolldatei-Honitoring erfolgreich durchgefihrt
—_File Time Stamp Sat Moy 08 00:06:23 2008
—— Hew Lines in Log File & 10
— Log File Size BF 1137 KB
— MOM Configuration File Monitoring @
<}

Double clicking on the Complete Name tag shows the log file on the screen in readable form:

' 01 0
E A L2 | | [ﬁ @

fts,tid, severity message, component, file,line,op-name, proto-type, client-login-id user repository, action, complete-tine-ms, =
2008-11-B3T07: 0749 296, 4908 .23, "ts-Tong=""07:07:49 GMT, Monday, November 03, 2008"" pid=""4968"" log-type=""Server -
2088-11-03TOY 07 ;49 296, 4908 ,12 "Begin return primary read write lock for MDSPublicServerCommand_GetRunningReposito
2008-11-83TO7: 0749, 296, 4908 12, "Returned Read Lock" Horizontal@Protocol, . \CommandFromClient.cpp, 808, ReturnPrimaryl
2088-11-03TO7 07 .49 296, 4908 12 "End return primary read write lock for MDSPublicServerCommand_GetRunningRepositaori
2088-11-03TOY 07 ;49 296, 4908 ,13, "Protocol exit MDSPublicServerCommand_GetRunningRepositories" Horizontal@Protocol, .
2008-11-83TO7: 07 49,312, 5080 .13, "Protocal enter MDSPublicServerCommand_CreateRepositorySession” Horizontal@Protocal
2088-11-03TO7 07 .49 312 5080 12 "Begin acquire primary read write lock for MDSPublicServerCommand_CreateRepositoryS

2088-11-03TOY 07 :49.312 5880 ,12 "End acguire primary read write lock for MDSPublicServerCommand_CreateRepositorySes
2088-11-03TO7 0749 312 5080 12 "Begin acquire secondary read write lock for MDSPublicServerCommand_CreateRepositor
2008-11-03TOT7 07 49,312 5080 J12 "End acquire secondary read write lock for MDSPublicServerCommand_CreateRepositorys
2088-11-03TOY 07 :49.312 5880 ,12 "Begin execute protocol command MDSPublicServerCommand_CreateRepositorySession” | Hor
2088-11-03TO7 0749 312 5080 12 "Begin execute MDSPublicServerCommand_CreateRepositorySession” MDSPublicServer@Crea
2088-11-03TOY 07 :49.312 5880 ,12 "End execute MDSPublicSerwverCommand_CreateRepositorySession” MDSPublicServer@Create

2008-11-83TO7: 07 49,312, 5080 12, "End execute protocol command MDSPublicSerwverCommand_CreateRepositorySession" Horiz
2088-11-03TO7 07 .49 312 5080 ,13, "Protocol exit MDSPublicServerCommand_CreateRepositorySession” Horizontal@Protocal,
2088-11-03TOT 07 :49.328 4236 ,13, "Protocol enter MDSPublicServerCommand_RuthorizeSessionForRepository” HorizontalBPr
2008-11-83TO7: 07 49,328 4236 J12,"Begin acquire primary read wreite Tock for MDSPublicServerCommand_AuthorizeSessiaonF
2008-11-03TO7 07 : 49 328, 4236 12 "End acguire primary read write lock for MDSPublicSerwverCommand_SuthorizeSessionFor

2088-11-03TOT 07 :49.328 4236 ,12 "Begin acquire secondary read write lock for MDSPublicSerwerCommand_ButhorizeSessio
2008-11-03TO7 07 .49 328, 4236 12 "End acguire secondary read write lock for MDSPublicServerCommand_AuthorizeSessionF
2008-11-03TOT7 .07 .49, 328, 4236 ,12 "Begin execute protocol command MDSPublicServerCommand_RuthorizeSessionForRepositor
2088-11-03TOT 07 :49.328 4236 ,12 "Begin execute MDSPublicServerCommand_AuthorizeSessionForRepository” MDSPublicServe
2008-11-03TO7 07 .49 328, 4236 .11, "Exec select GetDate();" Horizontal@Database, . SOLEDE_DBEConnection.cpp, 2145 Exec,,.m
2008-11-03TOT7 .07 .49, 328, 4236 ,11,"Exec select GetDate();" Horizontal®@Database, \OLEDB_DBEConnection.cpp, 2044, Exec,,.m
2088-11-03TOT 07 :49.328 4236 .11, "Exec SELECT Password FROM A29_CM_Users WHERE UserWame=N'Admin'" Horizontal@Databas
2008-11-03TO7 07 : 49 328, 4236 .11, "Exec SELECT Password FROM 421 _CM_Users WHERE UserMame=N'Admin'" Horizontal@Databas
2088-11-03TOT 07 :49.328 4236 11, "Exec select GetDate();" Horizontal@Database,  \OLEDE_DEConnection.cpp, 2145 Exec,, &

2008-11-83TO7: 07 49,328 4236 11, "Exec select GetDate();",Horizontal@Database, . \OLEDE_DBConnection.cpp,2044 Exec,, &
2008-11-03TO7 07 : 49 328, 4236 .11, "Exec SELECT Password FROM 421 _CM_Users WHERE UserMame=N'Admin'" Horizontal@Databas

2088-11-03TOT 07 :49.328 4236 .11, "Exec SELECT Password FROM A29_CM_Users WHERE UserWame=N'Admin'" Horizontal@Databas
2088-11-03TO7:07:49.328 4236 11, "Log-on failure: Invalid credentials, user = &dmin", MDSPublicServer@tuthorizeSessio
2008-11-03TOT7 .07 .49, 328, 4236 L1171, "Exec select GetDate();" Horizontal®@Database, \OLEDB_DBConnection.cpp, 2145, Exec,, &
2088-11-03TOT 07 :49.328 4236 11, "Exec select GetDate();" Horizontal@Database,  \OLEDB_DBConnection.cpp, 2044 Exec, |, &
2008-11-03TO7 07 .49 328, 4236 12 "End execute MDSPublicServerGommand_futhorizeSessionForRepository” MDSPublicServer
2008-11-03TOT7 .07 .49, 328, 4236 J12 "End execute protocol command MDSPublicSerwerCommand_ButhorizeSessionForRepository”
2088-11-03TOT 07 :49.328 4236 ,13, "Protocol exit MDSPublicServerCommand_AuthorizeSessionForRepository” Horizontal@Pro
2008-11-03TO7 07 :49.343 4908 ,13, "Protocol enter MDSPublicServerCommand_CloseSession” , Horizontal @Protocol, . S\CommandF
2088-11-03TOY 07 :49.343 4908 ,12 "Begin acquire primary read write lock for MDSPublicServerCommand_CloseSession” Hor
2088-11-03TO7:07:49, 343 4908 V12, "End acquire primary read weite Tock for MDSPublicServerCommand_CloseSession” Horiz
PAAR-11-A3TAT A7 - 49 347 4977 12 "Renin arnnire seecnndarw Fead write Tnck for MASPHRTirSerwerfommand ClnseSeesinn® H
[ [
Ze1,8p1 Ze1-Ze 41 von 5065 Zeilen

Example 2 - MDMServerLVLogmon.ini

This is a logmon.ini file for an LV format MDM log file (*.trc):
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& MDMServerL¥Logmon.ini - Hotepad

BEX

File Edit Format View Help

LOGFILE_TEMPLATE
DIRECTORY="C: usrisap \»}7Fo\mDs01YTog"
FILEMAME="Y_tprc"
MONITOR_CONTEXT="ME_L*"_MDMServer_LogfileMonitaring”
MTE_CLASS="MDMLogmon"
MONITOR_NEWEST_FILE=S=10
IGHNORE_CASE=]1
MONITOR_FILESIZE_KE=1000
PREFIX="WDFDOO1E371EA_"
MONITOR_LAST_FILE_MODIF=1
SHOWNEWLINES=1

PATTERN_O="Stopping Repository"
WAL UE_O=RED

MESSAGE_ID _O="ZMBR 152"
SEVERITY_0=200

PATTERM_1="MDM Shutting Down"
WALUE_1=RED
MESSAGE_ID_1="ZMER 153"
SEVERITY_1=100

PATTERN_2="0OLEDE error"
WALIUE_Z?=RED
MESSAGE_TID_JZ="ZMER 154"
SEVERITY _2=200

APPL_INFO_O="<Seprver:"
APPL_INFO_MTE_MAME_O="MDE wersion "

APPL_INFO_1="host="
APPL_TINFO_MTE_MAME_1="Host from log file:"

APPL_INFO_2="Load complete"
APPL_TNFO_MTE_MAME_?="Repositoy Load complete:"

APPL_INFO_3="Starting Repository:"
APPL_TNFO_MTE_MAME_3="Repository started:"

APPL_INFO_ 4="In1t Database Tag:"
APPL_INFO_MTE_MNAME_d="Database initialised:"

APPL_TINFO_5="<Build="
APPL_INFO_MTE_MAME_5="Build mMo."

This is the result of LogMon running on a typical MDM Server *.csv log file
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—Ca [ SMBAMB_LY_MDMServer_LogfileMonitoring' ... \WDFDEO18MDS_LYLogRRUROS10308110836.tre g8
=2 [ SMBAYMB_LY_MDMServer_LogfileMonitoring' ... \WDFDOO1BMDS_LYLogBRURDB11058111227 tre &

Complete Wame CohusrhsaphX7EYHDSET Y Tog HDS_LVLogRRURES1 1058111227 tro
INFO[MDE wersion ]

INFO[Host from Tog file:]
INFO[Repositoy Load complete:]

RFC Gateway configuration format SAP RFC Gateways=<=Gateway Host>:@ <Gateway Service=>

——  INFO[Repository started:]

1 INFO[Database initialised:] Init Database Tag: ME1WDFDOAE1E3718AMSOL_3_13_4_3

—_ INFO[Build NWo.]

—— Monitored Patterns Stopping Repository HMDH Shutting Down | OLEDE error

—_Lines found for pattern 1.283: ErrorRecord-=HResult/NativeErr: 0xB0004005/0877; Description: [DBMETLIE] [Co
——— Data Collection Check Datensamnmlung fir Protokolldatei-Monitoring erfolgreich durchgefihrt

—_ File Time Stamp Sat Nov 08 000730 2008

—— Mew Lines in Log File &g 12

— Log File Size B 144 KB

—E SHMEAVHE_LY_MDMServer_LogfileMonitoringy . . AWDOFDBO1SMDS_LYTraceREUROS1107E230039 tro o2

| Complete Mame C:husrhsaphXFEVHDSE1 Y ToghMDS_LYTracePRURES1107E230039 tro

—— INFO[MDE wersion ]

—_ IWNFO[Host from Tog file:] ts-1ong="23:00:39 GHT, Friday, November BO7, 2008" pid="4692" Tog-type="Server" path="
—— INFO[Repositoy Load complete:]

—— INFO[Repository started:]

——  IWFO[Database initialised:]

1 INFO[Build No.]

———  Monitored Patterns Stopping Repositary | MDM Shutting Down | OLEDE error

—_Lines found for pattern 14: PreparefndExecute: Unspecified Exit Point@17;operationiame: PreparefndExecute,rep
—  Data Collection Check Datensammlung fir Protokolldatei-Monitoring erfolgreich durchgefihrt

—_File Time Stamp Sat Moy 08 0O0:00:39 2008

—— Mew Lines in Log File B0

— Log File Size B0 KB

LogMon is able to display the amount of new lines since the last scan in a log file, the log file size and
the number of occurrences of a specific pattern.

Double clicking on the Complete Name tag shows the LV format log file on the screen in readable
form:
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[E _LvLo
¥EE @k B BE

<! --LOGHERDER [START] ¢ - -= -
<! --HELP[Manual modification of the header may cause parsing problem!]/--= =
<|--| OGGINGYERSION[Z. 0]/ --=

<! --NAME[D: \BigBear_Patcho1\MDM\Servers \HDSVWin32 Debug\Logs \MDS_LYLogRRURAET 1056111227 tre] f--
<|--PATTERN [MDE_L¥LogREUBOET 1056111227 . tre]/f--=
=|--FORMATTER [com.sap.tc. Togying. ListFormatter]/--=

<|--ENCODING[UTF&] /- -=

<! --LOGHERADER [END] ¢ - -=

A2 O0#2008 11 05 11:12:27:1188+0:00# Infods

AMDM - FHE S0 DR 39928 P a1 nitd

ts-Tong="11:12: 27 GMT, Wednesday, WNovember 05, 2808" pid="55392" log-type="Server" path="D:\\Big
operationiame: Open,#

2 0082003 11 05 11:12:27:118#+0 . 00& Info#Backaround_Thread@Main#
HMDH-FH&###Background_Thread@Maing \AXCatServar  cpp: 411 #3800 30028P7 21 ndé

#2 0082008 11 05 11:12:27 . 115#+0.00# InTo#Background_Thread@Main#
HMDM-FH###Background_ThreadEMaing Vv ECatServer. cpp: 42088888454 30028P 1 a1 néd
Yersion: Serwer = 7.1.081.26 Build = Built on 2008-Nov-01 (Debun) Repository major =13 minor =13

#2 OO#2008 11 B5 11:12:27:1184+0: 00# Info#Backaround_Thread@Maind
HMDM-FH####Background_ThreadEMaingd AW ECatServer cpp: 4238888808 30928P a1 ndtd
contig Tilepath: D:%\\BigBear_Patchdl WMDY AServersh W HDSVAWIn32 v sDebugiimds . ini#

#2 0082008 11 05 11:12:27 . 1184+0; 00&Warning#Background_Thread@Maing
HMDN-FHE###Backaround_ThreadEMaind . YSEfcConnectionManader . cpp: 1DG#### @888 3009248P 1 a1 n#d
Mo RFC Gateway registered. Maintain SAP RFC Gateways within server configuration file mds.ini i

#2 0082008 11 05 11:12:27:118#+0: 00#Warning#Backaround_Thread@Maing
HMDM-FH####Background_Thread@Maing  \ARTcConnectionManager . cpp: 1594### #8858 30928P a1 ni#
RFC Gateway configuration format SAP RFC Gateways=<Gateway Host=:<Gateway Seryicex || GWHOST

2 0082003 11 05 11:12:27:118#+0 . 00& Info#Backaround_Thread@Main#
HMDM-FH###Background_Thread@Maing \AXCatServar  cpp: B2RARAEREEE30028P 21 ndd
mids Configuration setting: "Max Threads Per Operation"= 24

#2 0082008 11 05 11:12:28.571#+0.00# InTo#Background_Thread@Main#
HMDM-FH&###Background_ThreadEMaing VA ECatServer. cpp: DO438 884 F30028P a1 nétd -
Server does not register to System Landscape Directory. Set parameter 'SLD Registration' fto trunv

41 p 41 b
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Select SAP CCMS Technical
Expert Monitors.
Select All Monitoring Contexts.

The monitoring contexts
defined in your logmon.ini files

are displayed, for example:
MB_MDMServer_ConfigFileMonitoring
MB_LV_MDMServer_LogfileMonitoring

. 7 C:\usrisap\priclogVlogmon M=%
1. Prepare MDM specific LOGMON | [ cr vew rovortes 1o 1o > |
files accord|_ng .to the CCMS @ oo - 5 st |2 roties || (1) | @
LogMon definition. ; = —
| Addr ' Cilusrisapiprfcogiiogmon v| B Go
. X X | Folders x Name Size  Type Date Modfied
Store the files in directory T || CiMoMconfmon Fie Folder 27.06.2007 09:36
. ) ) MDMiogmon Fie Folder 27.06.2007 09:36
Error! Hyperllnk reference :giiﬁ\cwohm Information __'-MDMScrgr:crl.ugmun.r\u 1KB Configuration Settings 07.11.2008 23:53
not Va||d.\|ogmon where they = S tmp +MOMServerL¥Logmen. ini 1KB  Configuration Settings  07.11.2008 23:59
* ) Install_MDM
are deployed by the CCMS SQw
agent (/usr/sap/tmp/logmon for T
UNIX). B & weonn A
I3 » % »
. o ini - Notepad x|
2. Adapt the configuration files in | |~ et - TOERS BE) %]
com I.ance th CCMS and File Edit Format View Help
Pl wi . - K#4 configuration file for CCMS agents SAPCCMSR, SAPCMIX  [a
add the configuration files for and SAPCCMAX
the logs you want to monitor to #HE
th CgMyS t fi fi ### Format of entries for plugins:
_e ag?n contiguration # PlugIn <full path of shared Tibrary to load> [TRACE]
file sapccmsr.ini.
PlugIn C:husriysaphprfcloghsapcomsriymdm_cams.dl]
i
i
### Format of entries for Togfile monitoring:
# LogFile <full path of Togfile template=
LogFile C:/fusr/sap/prfclog/Togmon/MDMServerLogmon. ini
LogFile C:fusr/sap/prfclog/TogmonMOMServerLvLogmon. ini
i
#i##
### Format of entries for the option to delete trees if no
corresponding Togfile exists:
### This Parameter is optional, if not specified the tree
still remains
# LogFileParam DelTree
#i##
HHE
#HH Format of entries for mechanism to Filter out SAPOSCOL
values:
# 0=ColFile <full path of oscolfile templates
#
i ) |
A d
*h, Services =10] x|
3. Restart the CCMS agent in Bl adin vew Heb
your services. budiadl |11 - RO AR
Services {Local) #, Services {Local)
SAPCCMSE.99 MName Drescription Status Startup T: Log On As -
SyRemate Procedure ... Managest... Started  Aubomatic Metwork 5.
::‘_cal'e service SaRemote Registry Enablesre... Started  Automatic Local Service
[_"::f;:h:‘:c;e‘?::e Syremovable Storage Manual Local System
T SyRescue_Account Started  Automatic Local System
Ryrouting and Remot,..  Offers rout.., Disabled Local System
S SAPCCMSR.99 Started  Aukomatic Local System
Sy 5aP0sCol Started  Manual Local System o
Ry 54PMD_95 ustomaric SHP_ALLY...
By sapsip_oe Manual SAP_ALLY..
SysapsMD_a7 Manual snp_nLL\uozms_Ji
\ s iirid G i e
. . —m [ i
4. Go to transaction RZ20 in CEN. Lse el St 0l

—CF :Enmmand Schedule of wdfddoi1d3ri1da
—  Files_of_wdfdop183718a

—ca [ ME_LY MDMServer_LogfileMonitoring
—ra [ MB_MDMServer LogfileMonitoring
—ca [ MDM_HOST _wdfdAoq83718a

—Ca [ HoniInfra_wdfdool 83718

8 [ wdfdOA183718a
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5. The two LogMon configuration

files are displayed.

—_Files_of_wdfd0B183718a
—= MB_LY_MOMServer_LogfileMonitoring

2 [ WDFDAATSMDS_LYLooBEURAST105@8111227 tre 2
el WDFDOO1BMDS_LYTraceBRlROS1 1076230030 tro
54 WDFDOO1BMDS_LYLogREURAS103ART10836 tro
Complete Name Cohusrisapi X7EYMDE01 V1 0og \MDS_LYLogERURDEI B30ET 10836 . tre
INFO[MDE wersion ]
INFO[HOSt Trom Tog file:]
INFO[Repositoy Load complete:]
INFO[Repository started:]
INFO[Database initialised:]

RFC Gateway conTiguration format SAP RFC Gateways=<Gateway Host=:<Gateway
Load complete on BUSIMESS _PARTNER_WALITESTE1 T, repositoryName: BUSINESS _PARTN
Starting Repository: BUSIMESS_PARTNER_WALITEST on wdfd00183718a@1f, repositor
Init Database Tag: MB1UDFDAOTS3T18AMSAL_3_13_4_3071f,repositoryMame: server_g
INFO[Build No.]

Monitored Patterns Stopping Repository \ MDM Shutting Down | OLEDB error

Lines found for pattern 653 Stopped dbtag: MEMWDFDOO1S3718AMSOL_3 13_4_3

Data Collection Check Datensammlung TOr Protokolldatei-Monitoring erfolgreich durchgetihrt
File Time Stamp Thu Mov 06 16:34:32 2008

New Lines in Log File =al
Log File Size BF 7O KB

—= MB_MDMServer_LogfileMonitoring
Ga [ WDFDOE1 GHDS_LogRRUBOS1103ER7O749. cov o

3l WDFDOO1 BMDS_AuditERUEAZ11018110664 cov OF
3l WDFDOO1 BMDS_AuditBRUEABT03ART 11150 cav g

Double click on
Complete Name
to display the log file of the

MDM Server in the ABAP
system CEN in a new window

SV Format

Li

AEEEEE "

ts,t1d,sever1ty,message,component,f11e,11ne,op-name,proto-type,c11ent—10g1n-1d,user,repos1t0
2008-11-03T07 6749 296 4908 ,23, "ts-long=""07:07:49 GMT, Monday, MNovember 03, ZO0E"" pi

2008-11-03TOF 0749, 296, 4908 12, "Begin return primary read write lock for MDSPublicServe
2008-11-03TOF 0749, 296, 4908 12, "Returned Read Lock" Horizontal@Protocol, . \CommandFromC
2008-11-03TOF 0749, 296, 4908 12, "End return primary read write lock for MDSPuhlicSerwerQ
2008-11-03TOF 0749, 296, 4908 13, "Protocol exit MDSPublicServerCommand_GetRunningReposita
2008-11-03TOF .07 .49, 312 5080 13, "Protocol enter MDSPublicServerCommand_CreateRepositoryd
2008-11-03T07 6749 312 5080 12, "Begin acqguire primary read write lTock for MDSPublicSer
2008-11-03TOF .07 .49, 312 5080 12, "End acquire primary read write Tock for HDSPublicServe
2008-11-03TOF .07 .49, 312 5080 12, "Begin acquire secondary read write Tock for MDSPuhlicSe
2008-11-03TOF .07 .49, 312 5080 12, "End acquire secondary read write lock for MDSPublicSer
2008-11-03TOF .07 .49, 312 5080 12, "Begin execute protocol command MDSPublicServerCommand_0Q
2008-11-03T07 6749 312 5080 12, "Begin execute MDSPublicServerCommand_CreateRepositorySg
2008-11-03TOF .07 .49, 312 5080 12, "End execute HMDSPublicServerCommand_CreateRepositorySesy
2008-11-03TOF .07 .49, 312 5080 12, "End execute protocol command MDSPublicServerCommand_Cre
2008-11-03TOF .07 .49, 312 5080 13, "Protocol exit MDSPublicServerCommand_CreateRepositorySe
2008-11-03TOF .07 .49, 328, 4236 13, "Protocol enter MDSPublicServerCommand_AuthorizeSessionF
2008-11-03T07 0749 328 4236 J12,"Begin acguire primary read write lock for MDSPublicSer
2008-11-03TOF .07 .49, 328, 4236 12, "End acquire primary read write Tock for HDSPublicServe
2008-11-03TOF .07 .49, 328, 4236 12, "Begin acquire secondary read write Tock for MDSPuhlicSe
2008-11-03TOF .07 .49, 328, 4236 12, "End acquire secondary read write lock for MDSPublicSer
2008-11-03TOF .07 .49, 328, 4236 12, "Begin execute protocol command MDSPublicServerCommand_4
2008-11-03T07 0749 328 4236 12 "Begin execute MDSPublicServerCommand_AuthorizeSessionFo
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03T07 6749 328 4236 11, "Exec SELECT Password FROM A2 _CHM_Users WHERE UserWame=N
2008-11-03T07 6749 328 4236 11, "Exec SELECT Password FROM A2 _CHM_Users WHERE UserWame=N
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03T07 6749 328 4236 11, "Exec SELECT Password FROM A2 _CHM_Users WHERE UserWame=N
2008-11-03T07 6749 328 4236 11, "Exec SELECT Password FROM A2 _CHM_Users WHERE UserWame=N
2008-11-03T07 6749 328 4236 11, "Log-on failure: Invalid credentials, user = Admin" MDSRA
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03T07 6749 328 4236 ,11,"Exec select GetDate();" Horizontal@Database, \OLEDE_DB(Q
2008-11-03TOF .07 .49, 328, 4236 12, "End execute HMDSPublicServerCommand_futhorizeSessionForR
2008-11-03TOF .07 .49, 328, 4236 12, "End execute protocol command MDSPublicServerCommand_Aut]
2008-11-03T07 0749 328 4236 13, "Protocol exit MDSPublicServerCommand_AuthorizeSessionFo
2008-11-03TOF .07 .49, 343 4908 13, "Protocol enter MDSPublicServerCommand_CloseSession” Ho
2008-11-03TOF .07 .49, 343 4908 12, "Begin acquire primary read write lock for MDSPublicSer
2008-11-03TOF .07 .49, 343 4908 12, "End acquire primary read write Tock for HDSPublicServe
QAAR-A1 -AATAT AT - 40 2473 A0AR 17 "Renin arnnire carnndary read weite Tock for MOSPUHRTT REH
1

Ze1,5p1

LV Format
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AEEIEEEEE]

<! --LOGHEADER [START] /- -=

<! --HELF[Manual modification of the header may cause parsing problem!]/--=

<l --LOGGINGYERSIOM[Z @] /--=

<l --NAME[D:\BigBear_Patch@1\MDM\ServersiMDS\Win32\DebugiLogsyHDS_LYLogRRUREET105E1 11227  tr
<! --PATTERN[MDS_LYLogREURESE1 1058111227 . tre]f--=

<l --FORMATTER [com.sap.tc.logging. ListFormatter]/--=

<|--ENCODING[UTF8]¢--=

<! --LOGHEADER [END] /- -=

42 0082008 11 B5 11:12:27:1154+0: 00# InTo##

HHDN - FH##EEE  DFEFSSEBH30028P a1 nitd

ts-Tong="11:12:27 GMT, Wednesday, Nowvemher 05, 2008" pid="5R92" Tog-type="Server" path="D:
operationiame: Open,#

#2 0082008 11 05 11:12:27:118#+0: 00# Info#Background_Thread@Maing

#2 0082008 11 05 11:12:27:118#+0: 00# Info#Background_Thread@Maing
#MDH-FN####Background_Thread@Haind  \A\ECatServer . cpp: 4208 #8838 8830028 P T aind#
Yersion: Serwer = 7.1.01.26 Build = Built on 2008-Nov-01 (Debua) Repository major =13 ming)

#2 . 0082008 11 65 11:12; 27 1184#+0; 00& InTo#Background_Thread@Maing
#MDH-FN####Background_Thread@Haind  \A\ECatServer . cpp: 42388883888 30028P T aind#
config Tilepath: D:%A\BigBear_PatchodihyHDMY Y Servers AHDSY A Win32h v Debughimds . ini#

#2 00#2008 11 65 11:12: 27 :1184+0; 00&Warning#Background_Thread@iaing
#MDM-FN####Background_Thread@aing . YiRTcConnectionManager . cpp: 1 DE#######E30028P 1 a1 nd#
No RFC Gateway registered. Maintain SAP RFC Gateways within serwver configuration file mds.

#2 00#2008 11 05 11:12: 27 :1184+0: 00#Warni ng#Background_Thread@Maing
#MDM-FN####Background_Thread@aing  YVWRTcConnectionManager . cpp: 1 50###4 444830028 P 1 a1 nd
RFC Gateway configuration format SAP RFC Gateways==Gateway Host=:@ <Gateway Service= || §

#2 0082008 11 05 11:12:27:118#+0: 00# Info#Background_Thread@Maing
#MDM-FN####Background_Thread@Maind A\ XCatServer cpp: D20 REHEEE30028P T a1 nd#
mds Configuration setting: “Max Threads Per Operation"= 2#&

#2 0082008 11 05 11:12:28:571#+0: 00# Info#Background_Thread@Maing
#MDH-FN####Background_Thread@Haind  \A\ECatServer . cpp: DE4# #8888 30028P T aindd
Server does not register to System Landscape Directory. Set parameter 'SLD Registration' f

LI 3
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7.

The LogMon monitoring is also
part of the NW MDM template.

MDM Server Monitoring @
—= [ MDM Server Hearthbeat @
= [ SMBYMDM_HOST_pwdf3124%

@ [ Awailability pwdf3124
@ [ Performance pwdf31z4
€3] Repositories pwdf3124

— [ SMBYMOM_HOST wdtdO0183718ah ..

G [ MDM Server Operating System @
—CG | MDM Logfile Monitoring @

—& SMBAMB_LY_MDMServer_LogfileMonitoring' VWOFDOOT BMDE_LVLogPEUEDS1 030E110836. tre ﬁ
G2 [ SMBYMB_LY_MDWServer_LogfileMonitoringh. . . \WDFDOOTGMDS_LVLOGREUROST 1058111227 .tre g8
—n SMBAME_LY_MDMServer_LogfileMonitoringy. .. \WDFDOBYEMDE_LWTrace@EUR0S1 1070230039 . tre ,5%
2 | SMBYMB_MDMServer_LogfileMonitoringt.. . \WDFDOG1SMDS_Audit@EURDE1030@111160. cov o
—C8 [ SMBYME_MDMServer_LogfileMonitoring'.. . \WDFDOG1EMDE_AuditEEUEOE1101E110554 . cov =
! \WDFDEE1BMDS_LogRRUBHET103RE7E749 cav o

—® SMBAMB_MDMServer_LogfileMonitoringt

—E MDM Configuration File Monitoring @
& [ MDM Host Processes
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5 Configuring the MDM Monitoring Environment in

CEN

Step 6 Configuration of MDM Server monitors in the CEN based on an MDM monitoring template.
This also includes the customer-specific implementation of auto-reaction methods (e.qg.
send an e-mail on alert) or analysis methods.

Step 7 Configuration of the central performance history (CPH) on the CEN to store the history of
selected performance attributes over time.

5.1 Install MDM Monitoring Template

As discussed in the previous chapter, all MDM monitors are embedded in the standard set of CCMS
monitors, but it is difficult to find these monitors. It is preferable to have one entry point for all MDM-
specific monitors beside the standard monitors.
For this reason, customers often create their own sets of monitors in which they collect the monitors

they want to access. To support this, SAP NW MDM delivers an MDM-specific template for monitoring

MDM Servers and the MDM ABAP API.

You can install the MDM monitoring template in two ways:

¢ You installed the MDM ABAP add-on in your CEN.

In this case you see the set of MDM monitors SAP NetWeaver MDM Monitor Templates in
RZ20. No further steps are necessary. The ABAP add-on MDM_TECH contains mainly the
ABAP API plus the MDM specific CCMS monitoring templates.

e You are not able to install the MDM ABAP add-on in your CEN.

In this case follow the steps in SAP Note 956783 (MDM: CCMS Monitoring: MDM Template) to
download the two transport files for creating an ABAP transport to your CEN. This download
creates the MDM monitoring template. Contact your ABAP administrator to import the transport

to your system.

All monitors described in this guide are contained in the set of MDM monitors.

1. The results of implementing the
MDM monitor template in RZ20
are displayed.

Note: The MDM ABAP API
monitoring tree is not described
in this document.

—G
i
—G
— G
e

—CH
A
—Ca

—TF

S&P EnterpriseBuyer Monitors
SAP JZ2EE Monitor Templates

SAP Mobile InfTrastructure Monitor Templates

S&P NW MDM Monitaor Templates
SAP Netweaver MDM Monitor Templates

GDS Console Monitaring

HODM BEAP API Monitoring

MDM COM API ¢ Java AFI Honitoring
HOM Serwver Monitaring

SAF Process Monitoring Infrastructure
SALP S5CM Basis Monitor Templates
SAP SCM Monitor Templates

S0P CHF MAarnitnr Tamnlatoco

Page 34




2. Choose MDM Server

Monitoring to display the MDM MDM Serwver Monitoring @
Server monitoring tree.
MOM Serwver Heartheat

MDM Serwver Operating System

MOM Logfile Monitoring

MOM Configuration File Monitaring
MOM Host Processes

HEHEBEHE

The MDM monitor templates contain four subsets:

e MDM Server Heartbeat
Heartbeat, availability and performance monitoring for all MDM Servers in the landscape

e MDM Server Operating System
Operating system information for all MDM hosts in the landscape together with ProcMon
monitoring as described above (contains all SAPOSCOL specific metrics)

¢ MDM Logfile Monitoring
All MDM log files that are configured in LogMon monitoring

¢ MDM Configuration File Monitoring
All MDM configuration files, such as mds.ini or Release Notes, that are configured in LogMon
monitoring

e MDM Host Processes
If you have set up ProcMon monitoring as described before, you see the monitored MDM
server processes and the MDM GUI processes within this sub tree.
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5.2 Enable Central Performance History (CPH)

The Central Performance History is an application connected to the CCMS in CEN. It has two main
functions that are not provided in the CCMS.

1. The CCMS stores performance data over a restricted time period, but not for longer time
periods due to the huge amount of data that grows over time. Specific performance criteria (to

be defined by the monitoring user) can be collected over time, aggregated to other time units,
and displayed using the SAP graphics application.

2. The MDM Server monitor delivers performance and availability data to the CEN, but does not
calculate values such as min/max and average for the data. This can be done with the CPH.
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6 MDM Server Monitoring — Function Overview

The main MDM CCMS monitoring capabilities include:

A.

MDM Server Heartbeat
Monitoring the availability of the MDM Servers on all registered MDM Hosts

Monitor additional MDM Server components
a. Heartbeat and availability monitoring of
- MDM Import Server
- MDM Syndication Server
- MDM Layout Server
b. For specific servers, display of new attributes, such as
- Host name
- Server release and build info
- Server uptime and number of client logons

Monitor all MDM repositories on the monitored hosts

This function allows you to control the load / mount status of all repositories running on a specific
MDM Server host.

It provides heartbeat and availability monitoring that can be used for alert management if a
repository is unloaded accidentally.

As with all availability data for MDM Servers, the repository availability data can be aggregated
over time using the CPH (CCMS central performance history) function.

MDM Server OS status
Based on SAPOSCOL you see all operating system data sent from SAPOSCOL process via the
CCMS agent to the CEN.

MDM Log File Monitoring
Based on the LogMon definition done for the MDM host you are able to display specific MDM log
and trade files or MDM repository reports.

MDM Configuration File Monitoring
Based on the LogMon definition done for the MDM host you are able to display the MDM server
specific technical configuration files.

The CCMS agent on the monitored system (for example system on which the MDM Server is
installed) collects monitoring information, such as the availability of the MDM Server or MDM log files,
or OS Collector data about the system status. This data is provided to the central monitoring system
on which the CCMS agent is registered via RFC. The CCMS agent can be registered on more than
one monitoring system, but one of these monitoring systems plays the role of the central monitoring
system (CEN).

In the CEN, the data is stored in the CCMS database and can be displayed with transaction RZ20 in
different monitoring collections.
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Examples on MDM CCMS Monitoring

MDM Server Monitoring

1. Start CCMS monitoring. CCMS Monitor Sets - Maintenance functions OFF

Start CCMS monitoring in the
CEN with transaction RZ20.

You can find the new MDM CCMS monitor sets  See also http://service.sap.com/monitoring)
monitoring template_here. One | & =aP APG Monitar 7
part of the template is —m SAP BW Monitaors B
MDM Server Monitoring. @& SaAP Business workflow BF
& SAP CCMS Monitor Templates B
& SAP CCMS Monitors for optional Components EP
Double click MDM Server —m&E sap ccms Technical Expert Monitors BF
s . & sap CCMS Technical operations Templates P
Monitoring t.OJL.JmptO the MDM & sap CoMs web Admin Monitor Templates P
Server monitoring tree. —E&E SAP CRM Monitor Templates P
& saP 12EE Monitor Templates P
&= sSap Mobile Infrastructure Monitor Templates EP
—cll SaP netweaver MDM Monitor Templates EP
—— Console Monitoring
MDM ABAP API Monitoring
MDM COM API  Jawa API Monitoring
Server Monitoring
& SAP Process Monitoring Infrastructure BP g
B

—m@E SAP S0OL Server Monitor

2. Open MDM Server Monitoring
tree.
MOM Serwver Monitoring @
The MDM_CCMS plug-in
provides communication
between the CCMS agent and
the MDM Server to get all
monitoring data. The complete
monitoring tree shown in the
central monitoring system
(CEN) below the MDM Server
Monitoring is delivered.

MOM Serwver Heartheat

MDM Serwver Operating System

MOM Logfile Monitoring

MOM Configuration File Monitaring
MOM Host Processes

HEHEBEHE

[ SAP Netweaver MDM Monitor Templates ( MDM Server Monitoring ) - M.
| Open alerts || Properties |E|

After running the CCMSAGENT

with plugged-in MDM shared view: Current system status  19.07.2006 , 12:10:28 )
library, the CEN displays the

following information for MDM [uom server manitoring @

Server Monitoring. = [JMoM Server Heartheat &

SHUTDOWN ) B
SHUTDOWN ) [

[]a42 : Segment SAP_CCMS_PCLONMIC? ( Status
[Jad4z : Segment SAP_CCMS_PWDF271s  Status
— [ A4 25MDM_HOST_WDFDOOL308424%5, ..

@\ [Javailability wDFDOOL308424
@\ [ |rerformance wWDFDOOL308424
@ [Jrepositories WDFDOOL308424

—m [Jmom server operating System
—m [JMDM Logfile Monitoring
—ea [|mMDbm Configuration File Monitoring

Page 38



Hint:

Delete old MDM Server
monitoring tree items
(Refreshing the tree after
changes occurred on MDM
site).

If you upgraded the MDM
Server and now have a new
enhanced MDM_CCMS.DLL
library, “old” monitoring
subtrees that are now obsolete
might be displayed.

Here we explain how the
CCMS tree can be refreshed:

Activate the maintenance
functions in transaction RZ20.

Select the tree you want to delete
and choose Delete in the context
menu (use right mouse button).

Use options 3 or 4 to delete the
old monitoring tree elements
(MTE). The next call of the
CCMS agent on the monitored
system displays the current valid
monitoring tree.

Leave transaction RZ20 and re-
enter it after a few minutes to see
the result.

= | Eh Qpen alerts

" MDM Serwver

[E Monitor  Edit  Goto Wias iMI Systerm Help
@- - <] Display options
Activate maintenance function
SAFP Netweaver MDIA ¢ Legend Shift+F1

E Properties [ F B o 2
Wiew:

Current system status ( O8.11.2008 |, 15:11:55 )

Honitoring &

—E= [ MDM Server Heartheat @
|—EE| SHENMDM_HOST wdtdOOl83rvigas. .
&= MDM Server Operating System =
—mE [ MDM Logfile Monitoring (]
&= MDOM Configuration File Monitoring @
—m® | MDM Host Processes %)

i4

Ve

SAP Netweaver MDIVI Monitor Templates { MDM Server Monitoring ) - Ma

H B S & openaers E B F Help F1
Choose F2
Wiew: Current system status ( Back F3
Possible Entries F4
MDM Server Monitoring @ Refresh Fs
Expand tree F&
= MDM Serwver Heartheat
Compress tree F7
8 /! SMESMDM_HOST_wdfdan1 8371 Change monitar Fa
(Ea} MM Serwver Operating System More information Fa
E3) MDM LogTile Monitoring Save Cirl+5
(E3) MDM Configuration File Monit
= | MDM Host Processes Cancel F1z
Legend Shift+F1
Delete Shift+F2
Fit Shift+F3
I@Note for "Delete Mode" Oeration

You have the following options for the Delete Nodes

i,

operation:

You want to remove the selected nodes from the display. To do this,
you must change the node definitions appropriately. The nodes remain
in the runtime environment.

¥ou want to remove tThe selected nodes from the runtime environment,
but keep the associated class properties for later use. The system
deletes the nodes only if there are no more alerts for them,
otherwise it marks the nodes for deletion.

You want to delete all nodes with their class properties in the
respective SAP R/3 Systems. The system deletes the nodes even if
alerts still exist.

In additionpto the action in the Tast point, you want to recursiwvely
delete all des in the subtrees under the selected nodes.

[ option 1 || option 2 |[ option 3 |[ option 4 ][]
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Note: SAP Netweaver MDM Monitor Templates ( MDM Server Monitoring ) - Main_
If the MDM Server is not up and | | [&][3)] 3 [E | onen aert | [[5][] [properties | ][] [k o L2 B ]

running, the Performance and
Repositories subtrees cannot view: Current system status ¢ 16.06.2006 , 14:50:53 )
display any data (this is obvious
because the MDM Server

delivers this data). —m= [JMDM Server Heartheat @
=[] ad 25MOM_HOST_WDFDOOLI 084245, . .

[ImMoM server mMonitoring @

& [Javailability WDFDOOL308424

—m [Imaster Data Sarver aa
[Joescription Availability WDFDOOL308424
[]status Thactive since 16.06.2006, 14:44:26. Last
[1Log inactive
[]Heartheat BAF 0 saec
Navailability &F 0 %

—m [IMaster pata Import Server e
—m [Jmaster pata syndicator server
—a@m [ |Master Data Layout Server
1] rerformance wWOFDOOL1308424
——[JRepositories WDFDOOL308424

—e [JMDM server operating System @
—& [|Mom Logfile Monitoring
—m [JmMDM Configuration File Monitoring @

Thresholds Wiew: Current system status ( 08.11.2008 , 15:15:20 )
In the next screen you see an HEHNEE e T Ay €

MDM Server on a selected host —c [ MDM Server Heartheat (3

that was started a few minutes &1 (7 SMBLMDN_HOST_wdfdoe1g3r1say . ..

ago. The last 15 min average is
displayed as 88 % available for
the MDM Server and for the 3 [Master Data Server i

Import Server, with the Description Master Data Serwer running on wdfdBB183718a
tendency Of growing. |f yOU E‘;;tus :Et;:soﬁmce 08, 11,2008, 15:09:36: Last test: 081
check the details in the Heartbeat /A1 sec

Availability node, you see that

fvailability B&F 88 %
[P H —= Master Data Import Server =
the value is Increasing. & [ Master Data Syndicator Server B

—= Availability wdfd@oi183718a

Description Master Data Syndicator Server running on wdfdBooias
Status Active since 08.11.2008, 15:09:36: Last test: 081
Log Mo Error

Heartheat BF 6 sec

Availability BF 88 %

In the CCMS you can set
thresholds at which the flag
should be displayed in green,
yellow or red.

—a Master Data Layout Server fg

. . —a Ferf dfdon183718
If a threshold value is violated, D e e L

an auto-reaction method can be
started automatically by the

CCMS SyStem (for example Tit|12:14 | 1213 (12:12|12:17 | 12:10(12:09|12:08(12:07 |12:06(12:05|12:04(12:03 |12:02 (12:01(12:00|11:59(11:58|11
Send e_mall If the Server IS nOt % 100 100 100 100 1loo 100 1loo 100 100 100 100 100 100 1loo o] [} o]
available).

See standard CCMS
documentation about defining
the auto-reaction in CCMS.
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Availability and Heartbeat Monitoring of MDM Repositories on Running MDM Server

It is not sufficient to provide an alerting mechanism for MDM Servers that are stopped and that should

be up and running.

It is also important to store the status of all repositories from different MDM Servers in the central
monitor. For example, if a repository is unloaded from the MDM Console, the CEN is informed by the

CCMS about this status and can send an alert.

6. Repository heartbeat and
availability monitoring

Go to MDM Server Monitoring
- MDM Server Heartbeat >
<CEN>\MDM_HOST <hostna
me> -> Repositories
<hostname>

—=

If the MDM Server is running on
a host in this subtree, the
availability of all mounted
repositories is displayed.

The status can be: .
—ca
- mounted (not loaded)
- running (loaded)

- outdated (for example

DBMS not running)

—H

Wiew: Current system status ( 08.11.2008

MDM Server Monitoring @

MDM Server Heartheat @
= SMEAMDM_HOST_wdfdBoi83718ah . ..
B [ Availability wdfdoo183718a
Ea| Performance wdfd@B183718a
= Repositories wdfdbo183718a

8 [ BUSINESS_PARTNER_VALITEST &

& [ MB =
= [ Guide_Example =
—_ Description Repository running on wdfdo183718a
—  Status hetive since 08.11.2008, 18:18:40: Last test: 08.1
—_ Log running
— Heartheat B 2 sec
— [ Availability &F 100 %
MDM Server Operating System <]
MOM Logfile Monitoring @
MOM Configuration File Monitoring @
MOM Host Processes @

18:19:30 )
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Display attributes for all running MDM Servers

For each type of MDM server (MDM Server, MDM Import Server, MDM Syndication Server, MDM
Layout Server), the CCMS can display additional information, such as:

e Host name on which the server is running
e Server release, including build number (e.g. Version 7.1 (7.1.00.76) )
¢ Build Info (e.g. Unofficial Development Build)
e Build number of the CCMS MDM Plug-in (for self-monitoring)
¢ Distribution Disk usage (space allocation in Inbound and Outbound ports)
¢ Number of server logons (such as Data Manager) (MDS only)
¢ Number of mounted repositories on the server (MDS only)
¢ Number of running repositories on the server (MDS only)
7. Add|t|0na| Parameters Wiew: Current system status ( 08.11.2008 , 18:19:30 )

Go to MDM Server Monitoring = [ SMEBAMDM_HOST _wdfdOE183718a%. . .

- MDM Server Heartbeat > 8 [ Availability wdfdooi183718a
<CEN>\MDM_HOST_<hostna =1 Performance wdfdfol83718a
me> = Performance G2 [ Master Data Serwer Attr. a2
<hostname>. " Host Name wodTd00183718a
—_ Server Release VYersion 7.1 (7.1.00.76)
1 Build Info Unofficial Development Build
1 HDH Plug-In Yersion T.1.00.76
—  Databasze Connections B4 oa.11.
—1_ Distrihution Disk Usage &5 0 MB oa.11.
—— Repositories Mounted & 3 B8 11.
—1_ System UpTime ﬁ sec Green O
—— Server Logons B 10- 0311
—1_ Launched Workflow Johs el na. 11
i Lookup Table Entries &0 s 11
1 Main Table Columns B2 0311
1 Main Table Entries el na. 11
1 Prelaunched Workflow Johs BF 0 na. 11
1 Qualified Links Ao og.11
—1_ Repositories Running &1 na. 11
— FRepository Logons &1 0311
—= Haster Data Import Server Attr. fg
—= Haster Data Syndicator Server Attr. fg
Host MName wdTdae183718a
Server Release VYersion 7.1 (7.1.00.76)
Build Infa Unofficial Develapment Build

HDM Plug-In Version T.1.00.76
Principal Name %wdfdﬂm%ﬂ%

Principal Status Online
System UpTime sec

—& Repositories wdfdloi183718a

, Green B8.11.2
, Green B8.11.2
, Green B8.11.2
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Display MDM log files

8. Display MDM log files

Go to MDM Server Monitoring
- MDM Lodfile Monitoring >
<CEN>\<Logmon MTE
name><LogfileName>.

This is an example for a MDM
generated LogViewer Trace
File.

MOM Server Monitoring @

G [ MDM Server Heartheat @
—= MDM Server Operating System @
—= [ MDM Logfile Monitoring @

—= SMBAME_LY_MDMServer_LogTileMonitoring. .  \WDFDEOTEMDS_LYLogREUROS1O30ET10636 . tre
Complete Mame C:husrisap\ETE\MDEET VTog\MDS_LYLogRRUROS B30@
INFO[MDE wersion ]
INFO[Host from log file:] RFC Bateway configuration format SAF RFC B
INFO[Repositoy Load complete:] Load complete on BUSIMESS_PARTNER_WALITESTETT
INFO[Repository started:] Starting Repository: BUSINESS_PARTNER_WALITES
INFO[Database initialised:] Init Database Tag: MB1WDFDOG1B3718AMEOL_3_13_
INFO[Build No.]

Honitored Patterns

Stopping Repository MDM Shutting Down

Lines found for pattern 653. Stopped dbtag: MEIWDFDEO1E3T18AMSOL_3_13
Data Collection Check Data collection successfully performed for 1o
File Time Stamp Thu Mov B6 16:34:32 2008

New Lines in Log File &0

Log File Size & 70 KB

—a SMBAMBE_LY_MDMServer_LogfileMonitoringh. . . \WDFDEO1EBMDS_LYLogBRUROS11058111227 tro
—a SMBAME_LY_MDMServer_LogfileMonitoringh. . . \WDFDEE1EBMDS_LYTrace@@lRog]187E230039 . tr
—= SMBAME_MDMSerwver_LogfileMonitoringh ... \WDFDEOO18MDS_AuditEEUEOEIB30@111150. csv
—a SMBAME_MDMServer_LogtileMonitoringy . . . \WOFDEO1EMDS_AuditeRUROET 1010110554 . coy
—= SMBAME_MDMServer_LogfileMonitoringy. .. \WDFDOO18MDS_LogERURGOET103E07AT749 . cov

L@\ SMBVHME_MDMServer_LogfileMonitoringy .. \WDFDOO18MDS_LogERUROET108E104626. coy

—= MDOM Configuration File Monitoring @
— [ MDM Host Processes

9. Double click on the Complete
Name.

HEE 2k HE @6

[e!--LOGHEADER[START] /- -= -
<! --HELP [Manual modification of the header may cause parsing problem!]/--= -
<! --LOGGINGYERSION[2.0]/--=

<1 --NAME[C:husrisaph X764V MDEET T oghMDS_LYLogRRURAE1 306110836 .tre]/--=

<] --PATTERN[MDS_LVLoQRRUREE1 0308110836 .trc]/--=

<|--FORMATTER [com.sap.tc.logying. ListFormatter] /--=

<|--EMCODING[UTFE]!-->

<|--LOGHEADER [END] /- -=

#2 042008 10 30 11:08:36:1568+0: 00& INFO&&

HHDH - FREF##E  OF SRR R4 #2061 Z#PLATNG #

ts-long="11:08:36 GMT, Thursday, October 30, 2008" pid="4968" log-type="Gerver" path="C:\usrisa
#2 042008 10 30 11:08:36:125#+0:00# INFO&Backoround_ThreadEMaing

#MDW - Fri###Background_Thread@Maing \XCatServer. cpp:411#8888844 261 28PLATNEY

#2. 042008 10 20 11:08:36:1564+0: 004 INFO&Background_Thread®Maing
#MDN-FHE###Background_Thread@Maind  \XCatServer. cpp: 4208888844261 28PLAINAS
Yersion: Server = 7.1 . 00.76 Build = Built on 2008B-0ct-21 Repository major =13 minor =13
#2 042008 10 30 11:08:36:156#+0: 004 INFO#Background_ThreadEHaink
HMDM-FNE#E#Background_Thread@Maind  \XCatServer . cpp: 4208HEREE 261 ZEPLATNAR
config filepath: C:husrisaphXFE\MDSE vconfigimds. ini
#2 042008 10 30 11:08:36:1568+0 00#WARNING#Backoround_Thread@Haind
#MDM - Fi###Background_Thread@Maing  \RTcConnectionManager . cpp:156 261 2#PLATNE
No RFC Gateway registered. Maintain S8P RFC Gateways within serwver configuration file mds.ini
#2. 042008 10 30 11:08:36:1564+0: 0DFWARNING#Background_Thread@Maing
#MDN - FHN####Background_Thread@Maind . \RfcConnectionManager . cpp: 1598888008201 2HPLA TN

RFC Gateway configuration format SAP RFC Gateways=<Gateway Host=:<Gateway Service= || GWHOST:
#2 042008 10 30 11:08:36:156#+0: 004 INFO#Background_ThreadEHaink
HMDM-FNE#E#Background_Thread@Maind  \XCatServer . cpp: SODRHERERAE261 ZEPLATNAS
mds Configuration setting: "Max Threads Per Operation"= 2
#2 0#2008 10 30 11:08: 37 6714+0: 00#ERROR¥Backoround_Thread®Maind
#MDM - FHi###Background_Thread@Maing  \SLDRegAgent . cpp: 44088888444 261 2#PLATNES
Unable to register serwer in System Landscape Directory: Call to SLDREG Utility in G:lusrisapii
IP:7cB02532 RA

0o47dlea FP:O012cfOc SP:O012cfOOE] T, Paramg: ©1:000004a8 02:ffffffff 03:02b41050 04 FFFfff
A21::CXCatServer::Init + 4206 bytes@1f; Source
xcatserver.cpp  Line: G666 J@1T, SFrame: [IP:0049094h RA:0047dab2 FP:OO012f55c SP:O012f398@1f;
0200000000 03:00020kb40 04:00000
00ae1f;@1f; 12) mds!__tmainCRTStartup + 374 bytes@lf; Source: crtl.c { Line: 324 j@1f;
#2 042008 10 30 11:13:42:28148+0 008 INFOEMDSAdninServer@MountRepd
#MDM - FUE#F#MDSAdminServer@iountRepd AXCSGTobalFunctions. cpp:415#server_User#S#8#8454T28PLATNES

llzar_anthentiratinn methnd: RenneitarwR1f-rennsitarwiame serwer flnhal
L 4}

Li1,Co1 Lin1-Ln 41 of 662 lines
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7 Appendix

7.1 Standard Monitoring Documentation
SAP Service Marketplace contains the complete set of standard documentation for CCMS monitoring:

service.sap.com/Monitoring - Monitoring in Detail. The following guides are available:

¢ Availability Monitoring and Agent CCMSPING

e CCMS Agents: Features, Installation and Usage

e CCMS System Component Repository

¢ Central Performance History of the Monitoring Architecture
e Customizing and Operating GRMG Monitoring SAP NW 04
e Customizing and Operating GRMG Monitoring SAP Web AS 6.20
¢ Design und Integration von SNMP-Funktionen in SAP NetWeaver
e Forwarding Alerts to Alert Management (ALM)

¢ Functional Trace (Transaction STATTRACE)

¢ Global Workload Monitor (Transaction STO3G)

e Integration of CPH Data into the Business Warehouse

e Java Monitoring API - Properties and Installation

e Configuration of the Monitoring Architecture

e Creating and Editing Monitors and Sets of Monitors

¢ Monitoring Jobs with the Alert Monitor

e Monitoring Multiple Systems

e Monitoring Response Times of Transactions or Clients

¢ Monitoring gRFC and tRFC Calls

¢ Preconfigured Monitors

¢ Predefined Auto-Reaction Methods of the Alert Monitor

e SAPOSCOL: Properties, Installation, and Operation

e Sending Alerts as SNMP Traps

e Technical Views of the Alert Monitor

e The SAP Expert Monitor for EMC (SEME)

¢ Windows Event Log Monitoring with CCMS Agents

¢ Workload Monitor (Transaction STO3N)

7.2 Important SAP Notes for Monitoring

SAP Note Description

889366 MDM55 SP03 ITSAM: LogMon Monitoring — Examples

889580 MDM55 SP03 ITSAM: CCMS Monitoring: MDM template

889579 MDM55 SP03 ITSAM: Procmon Monitoring MDM Server — Example
436186 Installing saposcol as a service

618053 Download Location for NTSCMGR.EXE

548699 FAQ: OS Collector SAPOSCOL

957036 MDM55 SP04 ITSAM: Logmon Monitoring — Examples

956783 MDM55 SP04 ITSAM: CCMS Monitoring: MDM Template

1272117 MDM 7.1 ITSAM: Procmon Monitoring MDM
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